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TCP Connection Passing

Werner Almesberger
werner@almesberger.net

Abstract 3. Last but not least, creating compatible

network state in the kernel of the new con-

nection owner, such that it can resume the
communication where the previous owner
left off.

tcpcp is an experimental mechanism that al-
lows cooperating applications to pass owner-
ship of TCP connection endpoints from one

Linux host to another one. tcpcp can be used
between hosts using different architectures and

does not need the other endpoint of the con- prigin (server)

[ Application stat
nection to cooperate (or even to know what's \ pplication state
going on). =

) B Peer
i \ (client)
1 Introduction J
N . N Packet routing
When designing systems for load-balancing, ] User space

. . . . Destination (server)
process migration, or fail-over, there is even- Kernel

tually the point where one would like to be Kermelstate

able to “move” a socket from one machine to

another one, without losing the connection onrjgyre 1: Passing one end of a TCP connection
that socket, similar to file descriptor passing orerom one host to another.

a single host. Such a move operation usually

involves at least three elements: Figure 1 illustrates this for the case of a client-
server application, where one server passes
. — ownership of a connection to another server.
1. Moving any appllca_ltlon space state re~yq gha|| call the host from which ownership of
lated _to the connection to the new OWNer.y o connection endpoint is taken thwgin, the
.E -g. In the case of a Web SEIVer SeNV-,st to which it is transferred thabestination
ing large static files, the application Statehd the host on the other end of the connection

could simply be the file name and the cur-(WhiCh does not change) theer
rent position in the file. '

Details of moving the application state are be-
2. Making sure that packets belonging to theyond the scope of this paper, and we will only
connection are sent to the new owner ofsketch relatively simple examples. Similarly,
the socket. Normally this also means thatwe will mention a few ways for how the redi-
the previous owner should no longer re-rection in the network can be accomplished,
ceive them. but without going into too much detail.
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The complexity of the kernel state of a networktheir memory of TCP/IP concepts and termi-
connection, and the difficulty of moving this nology.

state from one host to another, varies greatly

with the transport protocol being used. Amongl.1 There is more than one way to do it

the two major transport protocols of the Inter-

net, UDP [1] and TCP [2], the latter clearly tcpcp is only one of several possible meth-

presents more of a challenge in this regardeds for passing TCP connections among hosts.
Nevertheless, some issues also apply to UDP.Here are some alternatives:

tcpcp (TCP Connection Passing) is a proof ofin some cases, the solution is to avoid pass-
concept implementation of a mechanism thaing the “live” TCP connection, but to termi-
allows applications to transport the kernel statehate the connection between the origin and the
of a TCP endpoint from one host to anotherpeer, and rely on higher protocol layers to re-
while the connection is established, and with-establish a new connection between the des-
out requiring the peer to cooperate in any waytination and the peer. Drawbacks of this ap-
tcpep is not a complete process migration oproach include that those higher layers need to
load-balancing solution, but rather a buildingknow that they have to re-establish the connec-
block that can be integrated into such systemsijon, and that they need to do this within an
tcpcp consists of a kernel patch (at the timeacceptable amount of time. Furthermore, they
of writing for version 2.6.4 of the Linux ker- may only be able to do this at a few specific
nel) that implements the operations for dump-points during a communication.

ing and restoring the TCP connection end-

point, a library with wrapper functions (see The use of HTTP redirection [4] is a simple
Section 3), and a few applications for debug_example of connection passing above the trans-

ging and demonstration. port layer.
The project's home page is dittp:/ Another approach is to introduce an intermedi-
tcpcp.sourceforge.net/ ate layer between the application and the ker-

nel, for the purpose of handling such redirec-
The remainder of this paper is organized as foltion. This approach is fairly common in pro-
lows: this section continues with a descriptioncess migration solutions, such as Mosix [5],
of the context in which connection passing ex-MIGSOCK [6], etc. It requires that the peer

ists. Section 2 explains the connection passhe equipped with the same intermediate layer.
ing operation in detail. Section 3 introduces

the APIs tcpcp provides. The information that1.2 Transparency
defines a TCP connection and its state is de-

scribed in Section 4. Sections 5 and 6 discusshe key feature of tcpep is that the peer can be
congestion control and the limitations TCP im-|eft completely unaware that the connection is

poses on checkpointing. Security implicationspassed from one host to another. In detail, this
of the availability and use of tcpcp are exam-means:

ined in Section 7. We conclude with an outlook
on future direction the work on tcpcp will take

) . s s _ » The peer’s networking stack can be used
in Section 8, and the conclusions in Section 9.

“as is,” without modification and without

The excellent “TCP/IP lllustrated” [3] is rec- requiring non-standard functionality
ommended for readers who wish to refresh . The connection is not interrupted
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« The peer does not have to stop sending 2 Passing the connection

 No contradictory information is sent to the Figure 2 illustrates the connection passing pro-
peer cedure in detail.

» These properties apply to all protocol lay-

ers visible to the peer 1. The application at the origin initiates the

procedure by requesting retrieval of what
we call thelnternal Connection Informa-
tion (ICl) of a socket. The ICI contains
Furthermore, tcpcp allows the connectionto be  all the information the kernel needs to re-
passed at any time, without needing to syn-  create a TCP connection endpoint
chronize the data stream with the peer.

. 2. As a side-effect of retrieving the IClI,
The kernels of the hosts between which the tcpepisolatesthe connection: all incom-

connection is passed both need to support ing packets are silently discarded, and no

tcpep, and the application(s) on these hosts will  packets are sent. This is accomplished

typically have to be modified to perform the by setting up a per-socket filter, and by

connection passing. changing the output function. Isolating
the socket ensures that the state of the con-

1.3 Various uses nection being passed remains stable at ei-
ther end.

Application scenarios in which the functional- 3 The kernel copies all relevant variables,
ity provided by tcpcp could be useful include plus the contents of the out-of-order and
load balancing, process migration, and fail- send/retransmit buffers to the ICL. The
over. out-of-order buffer contains TCP seg-
ments that have not been acknowledged
yet, because an earlier segment is still
missing.

In the case of load balancing, an application
can send connections (and whatever processing
is associated with them) to another host if the
local one gets overloaded. Or, one could have a
host acting as a dispatcher that may perform an
initial dialog and then assigns the connection
to a machine in a farm.

4. After retrieving the ICI, the application
empties the receive buffer. It can either
process this data directly, or send it along
with the other information, for the desti-

For process migration, tcpcp would be in- nation to process.

voked when moving a file descriptor linked to a

socket. If process migration is implemented in 9- The origin sends the ICI and any relevant

the kernel, an interface would have to be added ~ @pplication state to the destination. The

to tcpep to allow calling it in this way. application at the origin keeps the socket
open, to ensure that it stays isolated.

Fail-over is tricker, because there is normally

no prior indication when the origin will be- 6. The destination opens a new socket. It

come unavailable. We discuss the issues aris- may then bind it to a new port (there are

ing from this in more detail in Section 6. other choices, described below).
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Origin

Destination

10.

Copy kernel state to ICI (3)

Empty receive buffer (4)
Application

4—| Receive |<—|Out0f0rder|<—
|

Isolate connection (2)

/ —>| Send/Retransmit I—P—
Get ICI (1)
Router, switch, ...
| Switch network traffic (8)
| Vars | Send/Retr |Out0f0rder| — Internal Connection Information -——-=-- ---
o Bind port (6)
Set ICI (7)

Network path to peer

<—| Receive |<—|0ut0f0rder|<—
—Pi Send/Retransmit l—b—

ACK

LA

Application

Activate connection (9)

(Re)transmit, or send ACK (10)

Send application state and ICI to new host (5)

— Data flow in networking stack —> Data transfer —> Command

Figure 2: Passing a TCP connection endpoint in ten easy steps.

. The application at the destination now setdNote that, at the end of this procedure, the

the ICI on the socket. The kernel createssocket at the destination is a perfectly normal
and populates the necessary data strucFCP endpoint. In particular, this endpoint can
tures, but does not send any data yet. Thée passed to another host (or back to the origi-
current implementation makes no use ofnal one) with tcpcp.
the out-of-order data.

2.1 Local port selection
Network traffic belonging to the connec-
tion is redirected from the origin to the
destination host. Scenarios for this are de
scribed in more detail below. The applica-
tion at the origin can now close the socket.

The local port at the destination can be selected
in three ways:

* The destination can simply try to use the

. The application at the destination makes a same port as the origin. This is necessary

call toactivatethe connection. if no address translation is performed on
the connection.

If there is data to transmit, the kernel

will do so. If there is no data, an other- « The application can bind the socket before

wise empty ACK segment (like a window setting the ICI. In this case, the port in the

probe) is sent to wake up the peer. ICl is ignored.
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» The application can also clear the portThe scenario shown in Figure 3 consists of two
information in the ICI, which will cause serversA andB, with interfaces with the IP ad-
the socket to be bound to any availabledressespA andipB, respectively. Each server
port. Compared to binding the socket be-also has a virtual interface with the address
fore setting the ICI, this approach has theipX. ipA, ipB, andipX are on the same subnet,
advantage of using the local port numberand also the gateway machine has an interface
space much more efficiently. on this subnet.

At the gateway, we create a static route as fol-
The choice of the port selection method delows:
pends on how the environment in which tcpcp

operates is structured. Normally, either the firs{ome add  ipX gw ipA

or the last method would be used. When the client connects to the addrgs$, it
reaches hosA. We can now pass the connec-
2.2 Switching network traffic tion to hostB, as outlined in Section 2. In Step

8, we change the static route on the gateway as

There are countless ways for redirecting 1PfOllOWs:

packets from one host to another, without h_elproute del  ipX
from the transport layer protocol. They in-
clude redirecting part of the link layer, inge-
nious modifications of how link and network One major limitation of this approach is of
layer interact [7], all kinds of tunnels, network course that this routing change affects all con-
address translation (NAT), etc. nections tapX, which is usually undesirable.

_ _ . Nevertheless, this simple setup can be used to
Since many of the techniques are similar t04emonstrate the operation of tcpcp

network-based load balancing, the Linux Vir-
tual Server Project [8] is a good starting point
for exploring these issues. 3 APIs

route add ipX gw ipB

While a comprehensive study of this topic if The API for tcpcp consists of a low-level part

beyond the scope of this paper, we will briefly : : ) )
sketch an approach using a static route, bet_hat Is based on getting and setting socket op

_ : ions, and a high-level library that provides
cause this is conceptually straightforward an .
. ) convenient wrappers for the low-level API.
relatively easy to implement.

We mention only the most important aspects of
both APIs here. They are described in more de-
s [ipA, ipX tail in the documentation that is included with
erver A
ipX tcpcp.
GW [— - - —Client

ipX gw ipA —> ipX gw ipB

3.1 Low-level API

ServerB [— -

The ICI is retrieved by getting th€CP_ICI

socket option. As a side-effect, the connection
Figure 3: Redirecting network traffic using ais isolated, as described in Section 2. The ap-
static route. plication can determine the maximum ICI size
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for the connection in question by getting thetcpcp_get allocates a buffer for the ICI, and
TCP_MAXICISIZE socket option. retrieves that ICI (isolating the connection as a
side-effect). The amount of data in the ICI can

Example: be queried by callingcpcp_size  onit.

_ tcpcp_create  sets an ICl on a socket, and
Y‘;'d_ *buf; tcpcp_activate activates the connection.
int ici_size;

size t size = sizeof(int);

4 Describing a TCP endpoint
getsockopt(s,SOL_TCP,TCP_MAXICISIZE,

&ici_size,&size);
buf = malloc(ici_size); In this section, we describe the parameters that
Siz€ = 1c1_siz€, define a TCP connection and its state. tcpcp
getsockopt(s,SOL_TCP,TCP_ICI, . ..
buf &size); collects all the information it needs to re-create
’ ’ a TCP connection endpoint in a data structure
we callinternal Connection Informatio(iCI).

The connection endpoint at the destina_tion isl’he ICl is portable among systems supporting
created by Se“'“g thE_CP—IC_:I socket (?‘ptlo_n, tcpep, irrespective of their CPU architecture.
and the connection is activated by “setting

the TCP_CP_FNsocket option to the value Besides this data, the kernel maintains a large
TCPCP_ACTIVATE number of additional variables that can either
be reset to default values at the destination
(such as congestion control state), or that are
only rarely used and not essential for correct
operation of TCP (such as statistics).

Example:

int sub_function = TCPCP_ACTIVATE;

setsockopt(s,SOL_TCP,TCP_ICI, 4.1 Connection identifier
buf,size);

*oL .

setsockopt(s,SOL_TCP,TCP_CP_FN, Each TCP _connectlon_ln th_e globgl Int_e_rnet or
&sub_function, any private internet [9] is uniquely identified by
sizeof(sub_function)); the IP addresses of the source and destination

host, and the port numbers used at both ends.

3.2 High-level API tcpcp currently only supports IPv4, but can
be extended to support IPv6, should the need

These are the most important functions pro2"'>

vided by the high-level API: _
4.2 Fixed data

void *tcpcp_get(int s); A few parameters of a TCP connection are ne-
int tcpep_size(const void *ici); gotiated during the initial handshake, and re-
int: tcpep_create(const void *ici); main unchanged during the life time of the
int tcpcp_activate(int s); . .

connection. These parameters include whether

IThe use of a multiplexed socket option is admittedly Window scaling, timestamps, or selective ac-
ugly, although convenient during development. knowledgments are used, the number of bits by
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Connection identifier

ip.v4.ip_src IPv4 address of the host on which the ICI was recorded (source)
ip.v4.ip_dst IPv4 address of the peer (destination)
tcp_sport Port at the source host

tcp_dport Port at the destination host

Fixed at connection setup

tcp_flags TCP flags (window scale, SACK, ECN, etc.)
snd_wscale Send window scale

rcv_wscale Receive window scale

snd_mss Maximum Segment Size at the source host
rcv_mss MSS at the destination host

Connection state

state TCP connection state (e.g. ESTABLISHED)
Sequence numbers

snd_nxt Sequence number of next new byte to send
rcv_nxt Sequence number of next new byte expected to receive
Windows (flow-control)

snd_wnd Window received from peer

rcv_wnd Window advertised to peer

Timestamps

ts_gen Current value of the timestamp generator
ts_recent Most recently received timestamp

Table 1: TCP variables recorded in tcpcp’s Internal Connection Information (ICl) structure.

which the window is shifted, and the maximum either coincide withsnd_nxt andrcv_nxt
segment sizes (MSS). in the state we set up, or they can be calculated

) by examining the send buffer.
These parameters are used mainly for sanity

checks, and to determine whether the destina-

tion host is able to handle the connection. The4 4 Windows (flow-control)
received MSS continues of course to limit the

segment size.

The (flow-control) window determines how
much more data can be sent or received with-

_out overrunning the receiver’s buffer.
The sequence numbers are used to synchronize

all aspects of a TCP connection. The window the origin received from the peer

is also the window we can use after re-creating
Only the sequence numbers we expect to segq endpoint.

in the network, in either direction, are needed

when re-creating the endpoint. The kernel use¥he window the origin advertised to the peer
several variables that are derived from these salefines the minimum receive buffer size at the
guence numbers. The values of these variabledestination.

4.3 Sequence numbers
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4.5 Timestamps tcpcp currently ignores both buffers: the out-
of-order buffer is copied into the ICI, but not
TCP can use timestamps to detect old segmen%’sSeOI when'settlng up the new socket, Any .data
) . In the receive buffer is left for the application
with wrapped sequence numbers [10]. This
L : to read and process.
mechanism is calleBrotect Against Wrapped

Sequence numbefBAWS). 4.7 Send buff
.7 Send buffer

Linux uses a global countertcp time_

stamp ) to generate local timestamps. If a1he send and retransmit buffer contains data
moved connection were to use the counter afat is no longer accessible through the socket
the new host, local round-trip-time calculation op| and that cannot be discarded. It is there-

may be confused when receiving timestamiore placed in the ICI, and used to populate the
replies from the previous connection, and thesond puffer at the destination.

peer's PAWS algorithm will discard segments
if timestamps appear to have jumped back i

. n4.8 Selective acknowledgments
time.

Just turning off timestamps when moving theln Section 5 of [11], the use of inbound SACK

connection is not an acceptable solution, eveinformation is left optional. tcpcp takes advan-
though [10] seems to allow TCP to just stoptage of this, and neither preserves SACK infor-
sending timestamps, because doing so woulghation collected from inbound segments, nor
bring back the problem PAWS tries to solvethe history of SACK information sent to the

in the first place, and it would also reduce thepeer.

accuracy of round-trip-time estimates, possibly

degrading the throughput of the connection. Outbound SACKs convey information about
the receiver’s out-of-order queue. Fortunately,

A more satisfying solution is to synchroniza-[11] declares this information as purely advi-
tion the local timestamp generator. This issory. In particular, if reception of data has been
accomplished by introducing a per-connectioracknowledged with a SACK, this does not im-
timestamp offset that is added to the valueply that the receiver has to remember having

of tcp_time_stamp . This calculation is done so. First, it can request retransmission of
hidden in the macrép_time_stamp(tp) ,  this data, and second, when constructing new
which justbecomep_time_stamp  ifthe  SACKs, the receiver is encouraged to include
kernel is configured without tcpcp. information from previous SACKs, but is un-

der no obligation to do so.
The addition of the timestamp offset is the only '9at

major change tcpcp requires in the existingTherefore, while [11] discourages losing
TCP/IP stack. SACK information, doing so does not violate
its requirements.

4.6 Receive buffers Losing SACK information may temporarily

degrade the throughput of the TCP connec-
There are two buffers at the receiving side:ition. This is currently of little concern, be-
the buffer containing segments received out-ofcause tcpcp forces the connection into slow
order (see Section 2), and the buffer with datastart, which has even more drastic performance
that is ready for retrieval by the application.  implications.
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] High-speed LAN

4.9 Other data T Characteristics are identical

— Reuse congestion control state

ered once tcpcp implements more sophisticated

SACK recovery may need to be reconsid- \
congestion control.

The TCP connection state is currently always
ESTABLISHED. It may be useful to also al-
low passing connections in earlier states, e.g. Characteristics may differ
SYN_RCVD. This is for further study. . l T Gotoslowsstart

Congestion control data and statistics are cur-
rently omitted. The new connection starts with .

slow-start, to allow TCP to discover the char- ~ ---
acteristics of the new path to the peer. '

5 Congestion control ’

Figure 4: Depending on the structure of the
Most of the complexity of TCP is in its conges- network, the congestion control state of the
tion control. tcpcp currently avoids touching original connection may or may not be reused.
congestion control almost entirely, by setting
the destination to slow start. 6 Checkpointing

This is a highly conservative approach that is

appropriate if knowing the characteristics oftcpcp is primarily designed for scenarios,
the path between the origin and the peer doewhere the old and the new connection owner
not give us any information on the characteris-are both functional during the process of con-
tics of the path between the destination and th@ection passing.

peer, as shown in the lower part of Figure 4. o . )
A similar usage scenario would if the node

However, if the characteristics of the two pathsowning the connection occasionally retrieves
can be expected to be very similar, e.qg. if the(“*checkpoints”) the momentary state of the

hosts passing the connection are on the san@nnection, and after failure of the connection

LAN, better performance could be achieved byowner, another node would then use the check-
allowing tcpcp to resume the connection at orpoint data to resurrect the connection.

nearly at full speed. _ o )
While apparently similar to connection pass-

Re-establishing congestion control state is foing, checkpointing presents several problems
further study. To avoid abuse, such an operawhich we discuss in this section. Note that this
tion can be made available only to sufficientlyis speculative and that the current implementa-
trusted applications. tion of tcpcp does not support any of the exten-
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sions discussed here. is probably to tightly synchronize clock
on the old and the new connection owner,
and to make a conservative estimate of the
number of ticks of the local timestamp
clock that have passed since taking the
checkpoint. This assumes that the times-
tamp clock ticks roughly in real time.

We consider the send and receive flow of the
TCP connection separately, and we assume that
sequence numbers can be directly translated to
application state (e.g. when transferring a file,
application state consists only of the actual file
position, which can be trivially mapped to and
from TCP sequence numbers). Furthermore,
we assume the connection to be in ESTAB-Since new data in the segment sent after res-

LISHED state at both ends. urrecting the connection cannot exceed the re-
ceiver's window, the only possible outcomes
6.1 Outbound data are that the segment contains either new data,

or only old data. In either case, the receiver

One or more of the following events may occurWIII acknowledge the segment.

between the last checkpoint and the momen{jpon reception of an acknowledgment, either
the connection is resurrected: in response to the retransmitted segment, or
from a packet in flight at the time when the con-
« the sender may have enqueued more dat&ection was resurrected, the sender knows how
far the connection state has advanced since the
 the receiver may have acknowledgedcheckpoint was taken.

more data
If the sequence number from the acknowl-

« the receiver may have retrieved more datagdgment is belowsnd_nxt , no special ac-
thereby growing its window tion is necessary. If the sequence number is
abovesnd_nxt , the sender would exception-

Assuming that no additional data has been re"-leIy treat this as a valid acknowledgment.

ceived from the peer, the new sender can simag 3 possible performance improvement, the
ply re-tr.ansmlt the last segment. (Alternatively,sender may notify the application once a new
tcp_xmit_probe_skb might be useful for - sequence number has been received, and the

the same purpose.) In this case, the followingyppjication could then skip over unnecessary
protocol violations can occur: data.

« The sequence number may have wrapped-2 Inbound data
This can be avoided by making sure
that a checkpoint is never older than theThe main problem with checkpointing of in-
Maximum Segment Lifetime (MSE)and coming data is that TCP will acknowledge data
that less tharR?! bytes are sent between that has not yet been retrieved by the applica-
checkpoints. tion. Therefore, checkpointing would have to
delay outbound acknowledgments until the ap-

* Ifusing PAWS, the timestamp may be be-yjication has actually retrieved them, and has

low the last timestamp sent by the old

sender. The best solution for avoiding this 3Note that this exceptional condition does not neces-
sarily have to occur with the first acknowledgment re-

2[2] specifies a MSL of two minutes. ceived.
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checkpointed the resulting state change. straints of the local system (such as buffer

. size limits and kernel capabilities).
To intercept all types of ACKSs,tcp_

transmit_skb would have to be changed
to sendtp->copied_seq instead oftp->
rcv_nxt . Furthermore, a new API function
would be needed to trigger an explicit acknowl-
edgment after the data has been stored or pro-
cessed.

2. Many manipulations possible through
tcpcp can be shown to be available
through other means if the application has
the CAP_NET_RAWapability. There-
fore, establishing a new TCP connection
with tcpcp also requires this capability.

Putting acknowledges under application con- ~ This can be relaxed on a host-wide basis.

trol would change their timing. This may upset

the round-trip time estimation of the peer, and

it may also cause it to falsely assume change®.2 Retrieval of sensitive kernel data

in the congestion level along the path.

Getting TCP_ICI may retrieve information
7 Security from the kernel that one would like to hide
from unprivileged applications, e.g. details
_ about the state of the TCP ISN generator. Since
tcpep bypasses various sets of access and COfye equally unprivilegedCP_INFO already
sistency checks normally performed when setyives access to most TCP connection meta-

ting up TCP connections. This section anaata, tcpep does not create any new vulnera-
lyzes the overall security impact of tcpcp. bilities.

7.1 Two lines of defense 7.3 Local denial of service

When setting TCP_ICI, the kemel has rlc)SettingTCP_ICI could be used to introduce

means of verifying that th nnection infor- . )
€ans ot ve fy g t at the connectio 0 inconsistent data in the TCP stack, or the ker-
mation actually originates from a compatible " ) . )
nel in general. Preventing this relies on the cor-

system. Users may therefore manipulate con- .
. . .rectness and completeness of the sanity checks
nection state, copy connection state from arbi- )
: mentioned before.

trary other systems, or even synthesize connec-

tion state according to their wishes. tcpcp protcpcp can be used to accumulate stale data in

vides two mechanisms to protect against intenthe kernel. However, this is not very different

tional or accidental mis-uses: from e.g. creating a large number of unused
sockets, or letting buffers fill up in TCP con-

o _ nections, and therefore poses no new security
1. tcpep only takes as little information as ihreat.

possible from the user, and re-generates

as much of the state related to the TCPcpcp can be used to shutdown connections be-
connection (such as neighbour and destifonging to third party applications, provided
nation data) as possible from local infor- that the usual access restrictions grant access to
mation. Furthermore, it performs a num- copies of their socket descriptors. This is sim-
ber of sanity checks on the ICI, to ensureilar to executingshutdown on such sockets,

its integrity, and compatibility with con- and is therefore believed to pose no new threat.
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7.4 Restricted state transitions 8 Future work

tcpep could be used to advance TCP connecl0 allow faster connection passing among

tion state past boundaries imposed by internd©Sts that share the same, or a very similar path
or external control mechanisms. In particular,©0 the peer, tcpep should try to avoid going to

conspiring applications may create TCP conSlow start. To do so, it will have to pass more

nections without ever exchanging SYN pack_congestion control information, and integrate it

ets, bypassing SYN-filtering firewalls. Since Properly at the destination.

SYN-filtering firewalls can already be avoided Although not strictly part of tcpep, the redirec-

by pri\_/ileg_ed a_pplications, sites depending Nion apparatus for the network should be fur-
SYN-filtering firewalls should therefore use ther extended, in particular to allow individual

the d?fau“ s¢€ t_}lng of thCp.’ which makes ItSconnections to be redirected at that point too,
use also a privileged operation. and to include some middleware that coordi-

nates the redirecting with the changes at the
7.5 Attacks on remote hosts hosts passing the connection.

It would be very interesting if connection pass-
The ability to setTCP_ICI makes it easy ing could also be used for checkpointing. The
to commit all kinds of of protocol violations. analysis in Section 6 suggests that at least lim-
While tcpcp may simplify implementing such ited checkpointing capabilities should be feasi-
attacks, this type of abuses has always beeple without interfering with regular TCP oper-
possible for privileged users, and thereforeation.
tcpcp poses no new security threat to systems

properly resistant against network attacks. ~ 1Nhe inner workings of TCP are complex and
easily disturbed. It is therefore important to

However, if a site allows systems where onlysubject tcpcp to thorough testing, in particu-
trusted users may be able to communicate witlar in transient states, such as during recovery
otherwise shielded systems with known remoté&rom lost segments. The umlisim simulator [12]
TCP vulnerabilities, tcpcp could be used for at-allows to generate such conditions in a deter-
tacks. Such sites should use the default seininistic way, and will be used for these tests.
ting, which makes settingCP_ICI a privi-

leged operation. )
g P 9 Conclusion

7.6 Security summar ) _ )
y Y tcpcp is a proof of concept implementation that

successfully demonstrates that an endpoint of
To summarize, the author believes that the dea TCP connection can be passed from one host
sign of tcpcp does not open any new exploits ifto another without involving the host at the op-
tcpcep is used in its default configuration. posite end of the TCP connection. tcpcp also

_ ) shows that this can be accomplished with a rel-
Obviously, some subtleties have probably bee’&tively small amount of kernel changes.
overlooked, and there may be bugs inadver-

tently leading to vulnerabilities. Therefore, tcpcp in its present form is suitable for exper-
tcpcp should receive public scrutiny before bedimental use as a building block for load bal-
ing considered fit for regular use. ancing and process migration solutions. Future
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work will focus on improving the performance [9] RFC1918; Rekhter, Yakov; Moskowitz,
of tcpcp, on validating its correctness, and on
exploring checkpointing capabilities.

References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

RFC768; Postel, JoitJser Datagram
Protocol, IETF, August 1980.

RFC793; Postel, Jofmransmission
Control Protoco] IETF, September 1981.

Stevens, W. Richardl.CP/IP lllustrated,
Volume 1 — The Protocals
Addison-Wesley, 1994,

RFC2616; Fielding, Roy T.; Gettys,
James; Mogul, Jeffrey C.; Frystyk
Nielsen, Henrik; Masinter, Larry; Leach,
Paul J.; Berners-Lee, Tinllypertext
Transfer Protocol — HTTP/1,1ETF,

June 1999.

Bar, Moshe OpenMosixProceedings of
the 10th International Linux System
Technology Conference
(Linux-Kongress 2003), pp. 94-102,
October 2003.

Kuntz, Bryan; Rajan, Karthik.
MIGSOCK — Migratable TCP Socket in
Linux, CMU, M.Sc. Thesis, February
2002.http://www-2.cs.cmu.edu/
~softagents/migsock/MIGSOCK.

pdf

Leite, Fabio Olivé Load-Balancing HA
Clusters with No Single Point of Failure
Proceedings of the 9th International
Linux System Technology Conference
(Linux-Kongress 2002), pp. 122-131,
September 200Attp://www.
linux-kongress.org/2002/
papers/Ik2002-leite.html

Linux Virtual Server Projecthttp://
www.linuxvirtualserver.org/

[10]

[11]

[12]

Robert G.; Karrenberg, Daniel; de Groot,
Geert Jan; Lear, ElioAddress

Allocation for Private InternetdETF,
February 1996.

RFC1323; Jacobson, Van; Braden, Bob;
Borman, DaveTCP Extensions for High
PerformancelETF, May 1992.

RFC2018; Mathis, Matt; Mahdauvi,
Jamshid; Floyd, Sally; Romanow, Allyn.
TCP Selective Acknowledgement
Options IETF, October 1996.

Almesberger, WernetJML Simulator
Proceedings of the Ottawa Linux
Symposium 2003, July 2003.
http://archive.linuxsymposium.
org/ols2003/Proceedings/
All-Reprints/
Reprint-Almesberger-OLS2003.

pdf



22  Linux Symposium 2004 ¢ Volume One
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Abstract trol on the physical hardware, where the other
is provided only with virtual hardware abstrac-
tion. From this point on in the paper I'll refer
to these two kernels as the host operating sys-
tem, and the guest Linux VM respectively. The
host can be every OS kernel that exports basic

In this paper I'll describe Cooperative Linux, a
port of the Linux kernel that allows it to run as

an unprivileged lightweight virtual machine in

kernel mode, on top of another OS kernel. Ital- =~ "~ : i .
lows Linux to run under any operating Syst(_:‘mprlmltlves that prowde_the Cooperatlve_Lmux
that supports loading drivers, such as Windowé)ortable driver to run in CPLO mode (ring 0)
or Linux, after minimal porting efforts. The pa- and allocate memory.

per includes the present and future implemenThe special CPLO approach in Cooperative
tation details, its applications, and its compar- jhux makes it significantly different than
ison with other Linux virtualization methods. traditional virtualization solutions such as
Among the technical details I'll present the yy\pware, plex86, Virtual PC, and other meth-
CPU-complete context switch code, hardware,gs such as Xen. All of these approaches work
interrupt forwarding, the interface between theby running the guest OS in a less privileged
host OS and Linux, and the management of thgnode than of the host kernel. This approach
VM's pseudo physical RAM. allowed for the extensive simplification of Co-
operative Linux’s design and its short early-
beta development cycle which lasted only one
month, starting from scratch by modifying the
vanilla Linux 2.4.23-pre9 release until reach-
Cooperative Linux utilizes the rather under-ing to the point where KDE could run.

used concept of a Cooperative Virtual Machine

(CVM), in contrast to traditional VMs that The only downsides to the CPLO approach is

control of the host machine. potential to crash the system. However, mea-

sures can be taken, such as cleanly shutting it
The termCooperativeis used to describe two down on the first internal Oops or panic. An-
entities working in parallel, e.g. coroutines [2]. other disadvantage is security. Acquiring root
In that sense the most plain description of Co-user access on a Cooperative Linux machine
operative Linux is turning two operating sys- can potentially lead to root on the host ma-
tem kernels into two big coroutines. In that chine if the attacker loads specially crafted ker-
mode, each kernel has its own complete CPUhel module or uses some very elaborated ex-
context and address space, and each kernel dgtoit in case which the Cooperative Linux ker-
cides when to give control back to its partner. nel was compiled without module support.

1 Introduction

However, only one of the two kernels has con-
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Most of the changes in the Cooperative Linux
patch are on the i386 tree—the only supported
architecture for Cooperative at the time of this
writing. The other changes are mostly addi-
tions of virtual drivers: cobd (block device),
conet (network), and cocon (console). Most of
the changes in the i386 tree involve the initial-
ization and setup code. It is a goal of the Coop-
erative Linux kernel design to remain as close
as possible to the standalone i386 kernel, so all
changes are localized and minimized as much
as possible.

2 Uses

Cooperative Linux in its current early state

can already provide some of the uses that
User Mode Linux[1] provides, such as vir-

tual hosting, kernel development environment,
research, and testing of new distributions or
buggy software. It also enabled new uses:

» Relatively effortless migration path
from Windows. In the process of switch-
ing to another OS, there is the choice be-
tween installing another computer, dual-
booting, or using a virtualization soft-
ware. The first option costs money, the
second is tiresome in terms of operation,
but the third can be the most quick and
easy method—especially if it's free. This
is where Cooperative Linux comes in. It
is already used in workplaces to convert
Windows users to Linux.

* Adding Windows machines to Linux
clusters. The Cooperative Linux patch
is minimal and can be easily combined
with others such as the MOSIX or Open-
MOSIX patches that add clustering ca-
pabilities to the kernel. This work in
progress allows to add Windows machines

workstation computer that runs Cooper-
ative Linux as a screen saver—when the
secretary goes home at the end of the day
and leaves the computer unattended, the
office’s cluster gets more CPU cycles for
free.

Running an otherwise-dual-booted
Linux system from the other OS. The
Windows port of Cooperative Linux
allows it to mount real disk partitions
as block devices. Numerous people are
using this in order to access, rescue, or
just run their Linux system from their
ext3 or reiserfs file systems.

Using Linux as a Windows firewall on
the same machine. As a likely competi-
tor to other out-of-the-box Windows fire-
walls, iptables along with a stripped-down
Cooperative Linux system can potentially
serve as a network firewall.

Linux kernel development / debugging
/ research and study on another operat-
ing systems.

Digging inside a running Cooperative
Linux kernel, you can hardly tell the
difference between it and a standalone
Linux. All virtual addresses are the
same—Oops reports look familiar and the
architecture dependent code works in the
same manner, excepts some transparent
conversions, which are described in the
next section in this paper.

Development environment for porting
to and from Linux.

3 Design Overview

to super-computer clusters, where ondn this section I'll describe the basic meth-
illustration could tell about a secretary ods behind Cooperative Linux, which include
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complete context switches, handling of hard-host OS kernel. Most of the driver is OS-
ware interrupts by forwarding, physical ad-independent code that interfaces with the OS
dress translation and the pseudo physical mendependent primitives that include page alloca-

ory RAM.

3.1 Minimum Changes

tions, debug printing, and interfacing with user
space.

When a Cooperative Linux VM is created, the
driver loads a kernel image from a vmlinux

To illustrate the minimal effect of the Cooper- file that was compiled from the patched kernel
ative Linux patch on the source tree, here is &ith CONFIG_COOPERATIVE The vmlinux
diffstat listing of the patch on Linux 2.4.26 as fjle doesn’t need any cross platform tools in or-

of May 10, 2004:

CREDITS
Documentation/devices.txt
Makefile
arch/i386/config.in
arch/i386/kernel/Makefile
arch/i386/kernel/cooperative.c
arch/i386/kernel/head.S
arch/i386/kernel/i387.c
arch/i386/kernel/i8259.c
arch/i386/kernelfioport.c
arch/i386/kernel/process.c
arch/i386/kernel/setup.c
arch/i386/kernel/time.c
arch/i386/kernel/traps.c
arch/i386/mm/fault.c
arch/i386/mm/init.c
arch/i386/vmlinux.lds
drivers/block/Config.in
drivers/block/Makefile
drivers/block/cobd.c
drivers/block/ll_rw_blk.c
drivers/char/Makefile
drivers/char/colx_keyb.c
drivers/char/mem.c
drivers/charivt.c
drivers/net/Config.in
drivers/net/Makefile
drivers/net/conet.c
drivers/video/Makefile
drivers/video/cocon.c
include/asm-i386/cooperative.h
include/asm-i386/dma.h
include/asm-i386/io.h
include/asm-i386/irq.h

include/asm-i386/mc146818rtc.h

include/asm-i386/page.h
include/asm-i386/pgalloc.h

include/asm-i386/pgtable-2level.h |

include/asm-i386/pgtable.h
include/asm-i386/processor.h
include/asm-i386/system.h
include/linux/console.h
include/linux/cooperative.h
include/linux/major.h
init/do_mounts.c

init/main.c

kernel/Makefile
kernel/cooperative.c
kernel/panic.c
kernel/printk.c

|7
| 8
| 30
|2

| 181 +++++

| 4
| 8
| 153 ++++
| 10
| 28
| 61 +
| 104 +++

| 334 ++tttttttt
| 2
| 4
| 1221 e+ttt
| 8

| 205 ++++++
| 4
| 484 ++++ttttttttttt
| 175 +++++

|
|7

| 8
| 1
| 317 +++++++++
| 1
| 3
| 9
2
| 254 +++++++
| 4
|

6
50 files changed, 3828 insertions(+), 74 deletions(-)

3.2 Device Driver

der to be generated, and the same vmlinux file
can be used to run a Cooperative Linux VM on
several OSes of the same architecture.

The VM is associated with a per-process
resource—a file descriptor in Linux, or a de-
vice handle in Windows. The purpose of this
association makes sense: if the process run-
ning the VM ends abnormally in any way, all
resources are cleaned up automatically from a
callback when the system frees the per-process
resource.

3.3 Pseudo Physical RAM

In Cooperative Linux, we had to work around
the Linux MM design assumption that the en-
tire physical RAM is bestowed upon the ker-
nel on startup, and instead, only give Cooper-
ative Linux a fixed set of physical pages, and
then only do the translations needed for it to
work transparently in that set. All the memory
which Cooperative Linux considers as physi-
cal is in that allocated set, which we call the
Pseudo Physical RAM.

The memory is allocated in the host OS
using the appropriate kernel function—
alloc_pages() in Linux and
MmAllocatePagesForMdl() in
Windows—so it is not mapped in any ad-

The device driver port of Cooperative Linux dress space on the host for not wasting PTEs.
is used for accessing kernel mode and usinghe allocated pages are always resident and
the kernel primitives that are exported by thenot freed until the VM is downed. Page tables
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--- linux/include/asm-i386/pgtable-2level.h 2004-04-20 08:04:01.000000000 +0300
+++ linux/include/asm-i386/pgtable-2level.h 2004-05-09 16:54:09.000000000 +0300
@@ -58,8 +58,14 @@

}

#define ptep_get_and_clear(xp) __pte(xchg(&(xp)->pte_low, 0))

#define pte_same(a, b) ((a).pte_low == (b).pte_low)
-#define pte_page(x) (mem_map+((unsigned long)(((x).pte_low >> PAGE_SHIFT))))
#define pte_none(x) (1(x).pte_low)

+

+#ifndef CONFIG_COOPERATIVE

+#define pte_page(x) (mem_map+((unsigned long)(((x).pte_low >> PAGE_SHIFT))))
#define __mk_pte(page_nr,pgprot) _ pte(((page_nr) << PAGE_SHIFT) | pgprot_val(pgprot))
+else

+#define pte_page(x) CO_VA_PAGE((x).pte_low)

+#define __mk_pte(page_nr,pgprot) _ pte((CO_PA(page_nr) & PAGE_MASK) | pgprot_val(pgprot))
+#endif

#endif /* _1386_PGTABLE_2LEVEL_H *

Table 1: Example of MM architecture dependent changes

are created for mapping the allocated pageand returns the corresponding struct page for
in the VM’s kernel virtual address space. Theit. Other macros such gsmd_page() and
VM’'s address space resembles the addredead cr3()  were also changed.

space of a regular kernel—the normal RAM

zone is mapped contiguously at 0xc0000000. 3 4 context Switching

The VM address space also has its own

special fixmaps—the page tables themselve$he Cooperative Linux VM uses only one host
are mapped at Oxfef0O0000 in order to pro-OS process in order to provide a context for it-
vide an O(1) ability for translating PPRAM self and its processes. That one process, named
(Psuedo-Physical RAM) addresses to physicatolinux-daemon, can be called a Super Process
addresses when creating PTEs for user spaance it frequently calls the kernel driver to per-
andvmalloc()  space. On the other way form a context switch from the host kernel to
around, a special physical-to-PPRAM map isthe guest Linux kernel and back. With the fre-
allocated and mapped at 0xff000000, to speeduent (HZ times a second) host kernel entries,
up handling of events such as pages fault# is able able to completely control the CPU
which require translation of physical addressesand MMU without affecting anything else in
to PPRAM address. This bi-directional mem-the host OS kernel.

ory address mapping allows for a negligible _

overhead in page faults and user space marQn the Intel 386 architecture, a complete con-
i i text switch requires that the top page direc-

ping operations.

tory table pointer register—CR3—is changed.
Very few changes in the i386 MMU macros However, it is not possible to easily change
were needed to facilitate the PPRAM. An ex-both the instruction pointer (EIP) and CR3 in
ample is shown in Table 1. Around an #ifdef one instruction, so it implies that the code that
of CONFIG_COOPERATIVEhe __mk_pte() changes CR3 must be mapped in both contexts
low level MM macro translates a PPRAM for the change to be possible. It's problematic
struct page to a PTE that maps the real physto map that code at the same virtual address
ical page. Respectivelpte_page() takes in both contexts due to design limitations—the
a PTE that was generated by mk_pte() two contexts can divide the kernel and user ad-
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dress space differently, such that one virtual ad- Guest Linux Intermediate Host OS
dress can contain a kernel mapped page in one
OS and a user mapped page in another. OXFFFFFFFF

In Cooperative Linux the problem was solved
by using an intermediate address space during
the switch (referred to as the ‘passage page; «—
see Figure 1). The intermediate address spacq

is defined by a specially created page tables in T
both the guest and host contexts and maps theg
same code that is used for the switch (passagsg
code) at both of the virtual addresses that are
involved. When a switch occurs, first CR3 is
changed to point to the intermediate address 0x80000000

space. Then, EIP is relocated to the other map-

p|ng of the passage code using ajump_ Fina”y!:igure 1: Address space transition during an
CR3is Changed to point to the top page tab|é)s COOperative kernel SWitCh, USing an inter-
directory of the other OS. mapped page

The single MMU page that contains the pas-

sage page code, also contains the saved state of . .
one OS while the other is executing. Upon the3'5 Interrupt Handling and Forwarding
beginning of a switch, interrupts are turned off,
and a current state is saved to the passage pageice a complete MMU context switch also in-
by the passage page code. The state includeslves the IDTR, Cooperative Linux must set
all the general purpose registers, the segmentn interrupt vector table in order to handle the
registers, the interrupt descriptor table registehardware interrupts that occur in the system
(IDTR), the global descriptor table (GDTR), during its running state. However, Cooperative
the local descriptor register (LTR), the task reg-Linux only forwards the invocations of inter-
ister (TR), and the state of the FPU / MMX rupts to the host OS, because the latter needs
| SSE registers. In the middle of the passagéo know about these interrupts in order to keep
page code, it restores the state of the other Offinctioning and support the colinux-daemon
and interrupts are turned back on. This procesprocess itself, regardless to the fact that exter-
is akin to a “normal” process to process contexinal hardware interrupts are meaningless to the
switch. Cooperative Linux virtual machine.

Since control is returned to the host OS on ev-The interrupt vectors for the internal processor
ery hardware interrupt (described in the follow- exceptions (0x0—0x1f) and the system call vec-
ing section), it is the responsibility of the host tor (0x80) are kept like they are so that Coop-
OS scheduler to give time slices to the Coopererative Linux handles its own page faults and
ative Linux VM just as if it was a regular pro- other exceptions, but the other interrupt vectors
cess. point to special proxy ISRs (interrupt service
routines). When such an ISR is invoked during
the Cooperative Linux context by an external
hardware interrupt, a context switch is made to
the host OS using the passage code. On the
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other side, the address of the relevant ISR ofame as the UML system. The root file-system
the host OS is determined by looking at its IDT. of both UML and Cooperative Linux machines
An interrupt call stack is forged and a jump oc-is the same host Linux file that contains an ext3
curs to that address. Between the invocation cimage of a 0.5GB minimized Debian system.
the ISR in the Linux side and the handling of
the interrupt in the host side, the interrupt flag
is disabled.

The commands ‘dbench 1’, ‘dbench 3’, and
‘dbench 10’ were run in 3 consecutive runs for
each command, on the host Linux, on UML,
The operation adds a tiny latency to interruptand on Cooperative Linux setups. The results
handling in the host OS, but it is quite ne-are shown in Table 2, Table 3, and Table 4.
glectable. Considering that this interrupt for-

warding technique also involves the hardware System | Throughput| Netbench
timer interrupt, the host OS cannot detect that 43.813| 54.766
its CR3 was hijacked for a moment and there- Host 50.117| 62.647
fore no exceptions in the host side would occur 44.128| 55.160
as a result of the context switch. 10.418 13.022
UML 9.408 11.760
To provide interrupts for the virtual device 9.309 11.636
drivers of the guest Linux, the changes in the 10.418 13.023
arc_h code ipclude a virtual interrupt controller colLinux 12574 15.718
which receives messages from the host OS 12.075 15.094
on the occasion of a switch and invokés
IRQ() with a forged struct pt_args . Table 2: output of dbench 10 (units are in

The interrupt numbers are virtual and allocatedVB/sec)
on a per-device basis.

System | Throughput| Netbench
43.287 54.109
Host 41.383| 51.729
59.965| 74.956
11.857| 14.821

4 Benchmarks And Performance

4.1 Dbench results

UML 15.143| 18.929
This section shows a comparison between User 14.602| 18.252
Mode Linux and Cooperative Linux. The ma- 24.095  30.119
chine which the following results were gener- colLinux 32527 40.659
ated on is a 2.8GHz Pentium 4 with HT en- 36.423| 45528

abled, 512GB RAM, and a 120GB SATA Max-
tor hard-drive that hosts ext3 partitions. TheTable 3: output of dbench 3 (units are in
comparison was performed using the dbenciMB/sec)

1.3-2 package of Debian on all setups.

The host machine runs the Linux 2.6.6 kernef*-2 Understanding the results

patched with SKAS support. The UML kernel

is Linux 2.6.4 that runs with 32MB of RAM, From the results in these runs, ‘dbench 10,
and is configured to use SKAS mode. The Co-dbench 3’, and ‘dbench 1’ show 20%, 123%,
operative Linux kernel is a Linux 2.4.26 kernel and 303% increase respectively, compared to
and it is configured to run with 32MB of RAM, UML. These numbers relate to the number



Linux Symposium 2004 * Volume One ¢ 29

System | Throughput| Netbench Linux has the potential to achieve much better
158.205, 197.756 in benchmarking.
Host 182.191| 227.739
179.047| 223.809
15351 19.189 5 Planned Features
UML 16.691 20.864
16.180| 20.226 Since Cooperative Linux is a new project
45.592|  56.990 (2004-), most of its features are still waiting
coLinux 72.452 90.565 to be imp|emented.
106.952| 133.691

Table 4: output of dbench 1 (units are in°-1 Suspension
MB/sec)
Software-suspending Linux is a challenge on
hestandalone Linux systems, considering the en-
tire state of the hardware needs to be saved and

neglecting the versions of the kernels Cc)m_restored, along with the space that needs to be

pared, Cooperative Linux achieves much betteFOund for storing the suspended image. On

probably because of low overhead with regaroUser Mode Linux suspending [3] is easier—
to context switching and page faulting in the ONly the state of a few processes needs saving,
guest Linux VM and no hardware is involved.

of dbench threads, which is a result of t
synchronous implementation of cobd Yet,

The current implementation of the cobd driverHowever’ in Cooperative Linux, it will be even

is synchronous file reading and writing directly casier t(_) mplement suspension, bec_:ause it will
from the kernel of the host Linux—No user 'Nvolve its internal state almost entirely. The
space of the host Linux is involved, thereforeproc‘?Olure will involve seriglizing the pseudo
less context switching and copying. Aboutphys'ca_I RAM by enumer_atlng all the_pag(_a ta-
copying, the specific implementation of cobdb!e entrles. that are used in Cooperative Linux,
in the host Linux side benefits from the factelther by itself (for user space and vmalloc
that filp->f_op->read() is called di- Page tables) or for itself (the page tables of

rectly on the cobd driver’s request buffer afterthe psel_JdohphysicaI RA'Y')’ gnd chanfgehtheml
mapping it usingkmap() . Reimplementing to contain the pseudo value instead of the rea

this driver as asynchronous on both the hosYalue'

and guest—can improve performance. The purpose of this suspension procedure is to
allow no notion of the real physical memory

fit in the terms of performance from the im- to be contained.in any of the pages allocated
plementation of kernel-to-kernel driver bridges.f,Or th_e Cooperatlv_e Linux _VM’ since Coopera-
such as cobd. For example, currently virtualtive Linux will be given a different set of pages

Ethernet in Cooperative Linux is done Simi_When it will resume at a later time. At the sus-
lar to UML—i.e., using user space daemonspended state, the pages can be saved to a file

with tuntap on the host. If instead we cre-and the VM could be resumed later. Resum-

ate a kernel-to-kernel implementation with no!Ng will involve loading that file, allocating the

user space daemons in between, Cooperativr@emory’ and ﬂx-enume_rate all the page tablgs
again so that the values in the page table entries

lubd UML equivalent point to the newly allocated memory.

Unlike UML, Cooperative Linux can bene-
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Another implementation strategy will be to just < Incorporating features from User Mode
dump everything on suspension as it is, but  Linux, e.g. humfs.

on resume—enumerate all the page table en- _

tries and adjust between the values of the old * Support for more host operating systems
RPPFN2 and new RPPFNS. such as FreeBSD.

Note that a suspended image could be created _
under one host OS and be resumed in anoth® Conclusions
host OS of the same architecture. One could

carry a suspended Linuxon a USB memory déyye have discussed how Cooperative Linux

vice and resume/suspend it on almost any comz,qrks and its benefits—apart from being a

puter. BSKH*, Cooperative Linux has the potential
to become an alternative to User Mode Linux
5.2 User Mode Linux[1] inside Cooperative that enhances on portability and performance,
Linux rather than on security.

Moreover, the implications that Cooperative
Linux has on what is the media defines as

possible. It will allow to bring UML with all its  Linux on the Desktop'—are massive, as the

glory to operating systems that cannot supporf0rld’s most dominant albeit proprietary desk-
it otherwise because of their user space APISOP OS supports running Linux distributions
Combining UML and Cooperative Linux can- for free, as another software, with the aimed-

cels the security downside that running CoopfOr Possibility that the Linux newbie would
erative Linux could incur. switch to the standalone Linux. As user-

friendliness of the Windows port will improve,
the exposure that Linux gets by the average
computer user can increase tremendously.

The possibility of running UML inside Coop-
erative Linux is not far from being immediately

5.3 Live Cooperative Distributions

Live-CD distributions like KNOPPIX can be

used to boot on top of another operating systen{  Thanks

and not only as standalone, reaching a larger

sector of computer users considering the hos{jyli Ben Yehuda, IBM

operating system to be Windows NT/2000/XP.
Jun Okajima, Digital Infra

5.4 Integration with ReactOS Kuniyasu Suzaki, AIST

ReactOS, the free Windows NT clone, will be
incorporating Cooperative Linux as a POSIXReferences

subsystem.
[1] Jeff Dike. User Mode Linuxhttp:
5.5 Miscellaneous /luser-mode-linux.sf.net
] 3A recent addition to UML that provides an host FS
* Virtual frame buffer support. implementation that uses files in order to store its VFS

metadata
2real physical page frame numbers 4Big Scary Kernel Hack
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[2] Donald E. Knuth.The Art of Computer
Programming volume 1.
Addison-Wesley, Reading, Massachusetts,
1997. Describes coroutines in their pure
sense.

[3] Richard Potter. Scrapbook for User Mode
Linux. http:
//[sbuml.sourceforge.net/
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Build your own Wireless Access Point

Erik Andersen
Codepoet Consulting
andersen@codepoet.org

Abstract historically been designed for server and desk-
top systems. As such, they deliver a full-

This presentation will cover the software, tools,f€atured, comprehensive set of tools for just
libraries, and configuration files needed to2POUt every purpose imaginable. Most Linux

construct an embedded Linux wireless accesdistributions, such as Red Hat, Debian, or
point. Some of the software available for con-SUSE, provide hundreds of separate software
structing embedded Linux systems will be dis-Packages adding up to several gigabytes of

cussed, and selection criteria for which tools tgS0ftware. The goal of server or desktop Linux
use for differing embedded applications will bedlstrlbutlpns has been to provide as much value
presented. During the presentation, an embedS Possible to the user; therefore, the large
ded Linux wireless access point will be con-SiZ€ i quite understandable. However, this
structed using the Linux kernel, the uClibc cnas caused the Linux operating system to be
library, BusyBox, the syslinux bootloader, ipt- much larger then is desirable for building an
ables, etc. Emphasis will be placed on theémbedded Linux system such as a wireless ac-
more generic aspects of building an embed€ess Point.  Since embedded devices repre-
ded Linux system using BusyBox and uClibc. sent a fundamentally different target for Linux,

At the conclusion of the presentation, the prelt bécame apparent to me that embedded de-
senter will (with luck) boot up the newly con- vices would need different software than what

structed wireless access point and demonstrafg commonly used on desktop systems. | knew

that it is working perfectly. Source code, build that Linux has a number of strengths which
system, cross compilers, and detailed instrucM@ke it extremely attractive for the next gen-
tions will be made available. eration of embedded devices, yet | could see

that developers would need new tools to take

_ advantage of Linux within small, embedded
1 Introduction spaces.

. . | began working on embedded Linux in the
When | began working on embedded I"nux’middle of 1999. At the time, building an ‘em-

the question of whether or not Linux was small T ) )
. : ; bedded Linux’ system basically involved copy-
enough to fit inside a particular device was a

err . o ing binaries from an existing Linux distribution

difficult problem. Linux distributions have g . 9 .
to a target device. If the needed software did

1The term “distribution” is used by the Linux com- not fit into the required amount of flash mem-
munity to refer to a collection of software, including ory, there was really nothing to be done about
the Linux kerngl, application programs, and_needed “'it except to add more flash or give up on the
brary code, which makes up a complete running system.” ™" .
Sometimes, the term “Linux” or “GNU/Linux” is also Project. Very little effort had been made to

used to refer to this collection of software. develop smaller application programs and li-
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braries designed for use in embedded Linux.

idiot-image_1440KB_FAT_2.9.8_Linux_2.2.9z

# mount \

As | began to analyze how I could save space
| decided that there were three main areas that

idiot-image_1440KB_FAT_2.9.8_Linux_2.2 \
' /mnt -0 loop

# du -ch /mnt/*

could be attacked to shrink the footprint of an,,,
embedded Linux system: the kernel, the set 0.0k
common application programs included in thegﬁK
system, and the shared libraries. Many peopleok
doing Linux kernel development were at leastzyox
talking about shrinking the footprint of the ker- 512

. 1.0K
nel. For the past five years, | have focused on 4y

the latter two areas: shrinking the footprint of

/mnt/etc.Irp
/mnt/ldlinux.sys
/mnt/linux
/mnt/local.lrp
/mnt/log.Irp
/mnt/modules.Irp
Imnt/root.Irp
Imnt/syslinux.cfg
Imnt/syslinux.dpy
total

mkdir test

the application programs and libraries requirecﬁ cd test

to produce a working embedded Linux system?# tar -xzf /mnt/root.rp
This paper will describe some of the softwares dqu -hs
tools I've worked on and maintained, which are?2M

. - 22M  total
now available for building very small embed-

; # du -ch bin root shin usr var
ded Linux systems. 160K

8.0K
264K

2 The C Library 12K

304K
36K

Let’s take a look at an embedded Linux systemgggK
the Linux Router Project, which was availableggE
in 1999. http://www.linuxrouter.org/ 4.0K
The Linux Router Project, begun by Davejzo}i<
Cinege, was and continues to be a very comsex
monly used embedded Linux system. lIts self+-2M
described tagline reads “A networking-centric# du
micro-distribution of Linux” which is “small 2%
enough to fit on a single 1.44MB floppy disk, 1.1m
and makes building and maintaining routers,, ,
access servers, thin servers, thin clientsgasax
network appliances, and typically embedded

systems next to trivial.” First, let's download
a copy of one of the Linux Router Project’s

bin
root
sbin
usr/bin
usr/sbhin
usr/lib/ipmasgadm
usr/lib
usr
var/lib/Irpkg
var/lib
var/spool/cron/crontabs
var/spool/cron
var/spool
var
total

-ch lib

lib/POSIXness
lib
total

-h lib/libc-2.0.7.s0

lib/libc-2.0.7.s0

Taking a look at the software contained in
this embedded Linux system, we quickly no-
tice that in a software image totaling 2.2
Megabytes, the libraries take up over half the
space. If we look even closer at the set of
libraries, we quickly find that the largest sin-

Opening up the idiot-image there are severagle componentin the entire system is the GNU

very interesting things to be seen. C library, in this case occupying nearly 650Kk.
What is more, this is a very old version of

the C library; newer versions of GNU glibc,

“idiot images.” | grabbed my copy from
the mirror site atftp://sunsite.unc.edu/
pub/Linux/distributions/linux-router/
dists/current/idiot-image_1440KB_FAT _
2.9.8_Linux_2.2.gz

# gunzip \
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such as version 2.3.2, are over 1.2 Megabytetires was a complete source tree fork, and there
all by themselves! There are tools availablehad already been a few such forks with plenty
from Linux vendors and in the Open Sourceof divergant code. In short, uC-libc was a mess
community which can reduce the footprint of of twisty versions, all different. After spending
the GNU C library considerably by stripping some time with the code, | decided to fix it, and
unwanted symbols; however, using such toolsn the process changed the nameutlibc
precludes adding additional software at a latefno hyphen).

date. Even when these tools are appropriate, _

there are limits to the amount of size which canVith the help of D. Jeff Dionne, one of the cre-

be reclaimed from the GNU C library in this ators of uClinux, | ported uClibc to run on
way. Intel compatible x86 CPUs. | then grafted in

the header files from glibc 2.1.3 to simplify
The prospect of shrinking a single library thatsoftware ports, and | cleaned up the resulting
takes up so much space certainly looked likeboreakage. The header files were later updated
low hanging fruit. In practice, however, re- again to generally match glibc 2.3.2. This ef-
placing the GNU C library for embedded Linux fort has made porting software from glibc to
systems was not easy task. uClibc extremely easy. There were, however,
many functions in uClibc that were either bro-
ken or missing and which had to be re-written
or created from scratch. When appropriate, |
sometimes grafted in bits of code from the cur-
As | despaired over the large size of the GNUrent GNU C library and libc5. Once the core
C library, | decided that the best thing to doof the library was reasonably solid, | began
would be to find another C library for Linux adding a platform abstraction layer to allow
that would be better suited for embedded systClibc to compile and run on different types of
tems. | spent quite a bit of time looking around, CPUs. Once | had both the ARM and x86 plat-
and after carefully evaluating the various Operforms basically running, | made a few small
Source C libraries that | knew %f | sadly announcements to the Linux community. At
found that none of them were suitable replacethat point, several people began to make reg-
ments for glibc. Of all the Open Source C li- ular contributions. Most notably was Manuel
braries, the library closest to what | imaginedNovoa lll, who began contributing at that time.
an embedded C library should be was calledie has continued working on uClibc and is
uC-libc  and was being used for uClinux sys- responsible for significant portions of uClibc
tems. However, it also had many problems asuch as the stdio and internationalization code.

the time—not the least of which was that uC-
After a great deal of effort, we were able to

libc had no central maintainer. The only mech- ) . . .
! nal y build the first shared library version of uClibc

anism being used to support multiple architec- ) .
g PP P in January 2001. And earlier this year we were

2The Open Source C libraries | evaluated atable to compile a Debian Woody system using

the time included Al's Free C RunTime library yClibc?, demonstrating the library is now able
(no longer on the Internet); dietlibc available from

3 The origins of uClibc

http://www.fefe.de/dietlibc/ ; the minix C 3uClinux is a port of Linux designed to run on micro-
library available from http://www.cs.vu.nl/ controllers which lack Memory Management Units
cgi-bin/raw/pub/minix/ ; the newlib library (MMUs) such as the Motorolla DragonBall or the
available from http://sources.redhat.com/ ARM7TDMI. The uClinux web site is found dtttp:
newlib/ ; and the eCos C library available froftp: [iww.uclinux.org/

/lecos.sourceware.org/pub/ecos/ . “http://lwww.uclibc.org/dists/
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to support a complete Linux distribution. Peo-different organizations and independent pro-
ple now use uClibc to build versions of Gentoo,grammers. Among the most prominent of these
Slackware, Linux from Scratch, rescue disksutilities were GNU shellutils, fileutils, textutils
and even live Linux CDs A number of com- (now combined to form GNU coreutils), and
mercial products have also been released usirgimilar programs that can be run within a shell
uClibc, such as wireless routers, network at{commands such ased, grep, Is , etc.).
tached storage devices, DVD players, etc. The GNU utilities are generally very high-
quality programs, and are almost without ex-
ception very, very feature-rich. The large fea-
ture set comes at the cost of being quite large—
prohibitively large for an embedded Linux sys-
Before we can compile uClibc, we must firsttem. After some investigation, | determined

grab a copy of the source code and unpack ihat it would be more efficient to replace them
so itis ready to use. For this paper, we will justyather than try to strip them down, so | began

4 Compiling uClibc

grab a copy of the daily uClibc snapshot. looking at alternatives.

# SITE=http://www.uclibc.org/downloads Just as with alternative C libraries, there were
# wget -q SSITE/uClibc-snapshot.tar.bz2 several choices for small shell utilities: BSD
# tar -xjf uClibc-snapshot.tar.bz2 has a number of utilities which could be used.

# cd uClibc The Minix operating system, which had re-

_ _ _ o _ cently released under a free software license,
uClibc requires a configuration filgonfig  , 4150 had many useful utilities. Sash, the stand
that can be edited to change the way the lizjone shell, was also a possibility. After quite

brary is compiled, such as to enable or disy ot of research, the one that seemed to be

able features (i.e. whether debugging supporfa pest fit was BusyBox. It also appealed to

is enabled or not), to select a cross-compilera pecause | was already familiar with Busy-
etc. The preferred method when starting fromg . from its use on the Debian boot flop-
scratchistorumake defconfig  followed  hias and because | was acquainted with Bruce
by make menuconfig . Since we are going perens, who was the maintainer. Starting ap-
to be targeting a standard Intel compatible X86proximately in October 1999, | began enhanc-
system, no changes to the default configuratiorihg BusyBox and fixing the most obvious prob-

file are necessary. lems. Since Bruce was otherwise occupied and
was no longer actively maintaining BusyBox,

5 The Origins of BusyBox Bruce eventually consented to let me take over
maintainership.

As | mentioned earlier, the two componentssince that time, BusyBox has gained a large
of an embedded Linux that | chose to workfg|lowing and attracted development talent
towards reducing in size were the shared lifom literally the whole world. It has been
braries and the set common application proysed in commercial products such as the IBM
grams. A typical Linux system contains a vari- | jnux wristwatch, the Sharp Zaurus PDA, and
ety of command-line utilities from numerous | jnksys wireless routers such as the WRT54G,
5Puppy Linux available from http://www. with many more products being released all the
goosee.com/puppy/ is alive linux CD system built  time. So many new features and applets have

with uClibc that includes such favorites as XFree86 andheen added to BusyBox, that the biggest chal-
Mozilla.




Linux Symposium 2004 * Volume One < 37

lenge | now face is simply keeping up with all 7 Compiling Busybox
of the patches that get submitted!

Let’'s walk through a normal compile of Busy-
Box. First, we must grab a copy of the Busy-
Box source code and unpack it so it is ready to
use. For this paper, we will just grab a copy of
the daily BusyBox snapshot.

6 So, How Does It Work?

BusyBox is a multi-call binary that combines

many common Unix utilities into a single exe-

cutable. When it is run, BusyBox checks if it # SITE=http://www.busybox.net/downloads
. . T . # wget -q $SITE/busybox-snapshot.tar.bz2

was invoked via a symbolic link @mlink ), 4 tar ~xjf busybox-snapshot tar.bz2

and if the name of the symlink matches the* cd busybox

name of an applet that was compiled into Busy-

Box, it runs that applet. If BusyBox is invoked now that we are in the BusyBox source di-
asbusybox , then it will read the command (ectory we can configure BusyBox so that it
line anc_l try to execute the applet name passefheets the needs of our embedded Linux sys-
as the first argument. For example: tem. This is done by editing the fileonfig

to change the set of applets that are compiled

into BusyBox, to enable or disable features
# Ibusybox date (i.e. whether debugging support 'is enabled or
Wed Jun 2 15:01:03 MDT 2004 not), and to selectacross.-compller. The pre-
ferred method when starting from scratch is
to runmake defconfig followed bymake

# .Ibusybox echo "hello there" :
menuconfig . Once BusyBox has been con-

hello there . .
figured to taste, you just need to ramake to
# In -s ./busybox uname compile it
# .Juname
Linux 8 Installing Busybox to a Target

If you then want to install BusyBox onto a
BusyBox is designed such that the developetarget device, this is most easily done by typ-
compiling it for an embedded system can selectng: make install . The installation script
exactly which applets to include in the final bi- automatically creates all the required directo-
nary. Thus, it is possible to strip out support forries (such agbin , /sbin , and the like) and
unneeded and unwanted functionality, resultcreates appropriate symlinks in those directo-
ing in a smaller binary with a carefully selectedries for each applet that was compiled into the
set of commands. The customization granuBusyBox binary.
larity for BusyBox even goes one step further: . .
each applet may contain multiple features tha{f we wanted to msta_ll BusyBox to the direc-
can be turned on or off. Thus, for example, if ©"Y /mnt, we would simply run:
you do not wish to include large file support,
or you do not need to mount NFS filesystems# make PREFIX=/mnt install
you can simply turn these features off, further
reducing the size of the final BusyBox binary. [--installation text omitted--]
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9 Let's build something that point, we will need a Linux kernel, uClibc,
works! BusyBox, pcmcia-cs, iptables, hostap, wtools,
bridgeutils, and the dropbear ssh server. To

compile these programs, we will first edit the
Now that | have certainly bored you to death,pyildroot Makefile to enable each of these

we finally get to the fun part, building our own jtems. Figure 1 shows the changes | made to
embedded Linux system. For hardware, | willthe buildroot Makefile:

be using a Soekris 4521 systemith an 133

Mhz AMD Elan CPU, 64 MB main memory, Runningmake at this point will download the
and a generic Intersil Prism based 802.11b cartieeded software packages, build a toolchain,
that can be driven using tHeostap 7 driver. and create a minimal root filesystem with the
The root filesystem will be installed on a com- specified software installed.

act flash card.
P On my system, with all the software packages

To begin with, we need to create toolchain withpreviously downloaded and cached locally, a
which to compile the software for our wire- complete build took 17 minutes, 19 seconds.
less access point. This requires we first combepending on the speed of your network con-
pile GNU binutil$, then compile the GNU nection and the speed of your build system,
compiler collection—gct and then compile now might be an excellent time to take a lunch
uClibc using the newly created gcc compiler.break, take a walk, or watch a movie.

With all those steps completed, we must fi-
nally recompile gcc using using the newly .
built uClibc library so thatlibgcc_ s  and 10 Checking out the new Root

libstdc++  can be linked with uClibc. Filesystem

Fortunately, the process of creafing a UCIibC‘We now have our root filesystem finished and
toolchain can be automated. First we will goready to go. But we still need to do a little

to the uClibc website and obtain a copy of themore work before we can boot up our newly

uClibebuildroot by going here: built embedded Linux system. First, we need
http://www.uclibc.org/cgi-bin/ to compress our root filesystem so it can be
cvsweb/buildroot/ loaded as an initrd.

and clicking on the “Download tarball” linK. . .

- . . # gzip -9 root_fs_i386
This is a simple GNU make based build system ,

- ) . : # Is -sh root_fs _i386.9z
which first builds a uClibc toolchain, and then 11M root fs 1386.0z
builds a root filesystem using the newly built ™ - = 9
uClibc toolchain.

_ ) Now that our root filesystem has been com-

For the root filesystem of our wireless accessyressed, it is ready to install on the boot media.
To make things simple, | will install the Com-
pact Flash boot media into a USB card reader

Shttp://www.soekris.com/net4521.htm
’http://hostap.epitest.fi/

8http://sources.redhat.com/ device, and copy files using the card reader.
binutils/
Shttp://gce.gnu.org/
. - # ms-sys -s /dev/sda
10http://WWW.UC|IbC.OI’g/Cg|-bIn/ Public domain master boot record

cvsweb/buildroot.tar.gz?view=tar successfully written to /dev/sda
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--- Makefile

+++ Makefile

@@ -140,6 +140,6 @@

# Unless you want to build a kernel, I recommend just using
# that...

-TARGETS+=kernel-headers

-#TARGETS+=linux

+#TARGETS+=kernel-headers

+TARGETS+=linux

#TARGETS+=system-linux

@@ -150,5 +1505 @@

#TARGETS+=zlib openssl openssh

# Dropbear sshd is much smaller than openssl + openssh
-#TARGETS+=dropbear_sshd

+TARGETS+=dropbear_sshd

# Everything needed to build a full uClibc development system!
@@ -175,5 +1755 @@

# Some stuff for access points and firewalls
-#TARGETS+=iptables hostap wtools dhcp_relay bridge

+TARGETS+=iptables hostap wtools dhcp_relay bridge
#TARGETS+=iproute2 netsnmp

Figure 1: Changes to the buildroot Makefile

APPEND initrd=root_fs.gz \

# mkdosfs /dev/sdal console=ttyS0,57600 \
mkdosfs 2.10 (22 Sep 2003) root=/dev/ramO boot=/dev/hdal,msdos rw
# syslinux /dev/sdal # cp syslinux.cfg /mnt

# cp root_fs_i386.9z /mnt/root_fs.gz

# cp build_i386/buildroot-kernel /mnt/linux And now, finally, we are done. Our embedded
Linux system is complete and ready to boot.

So we now have a copy of our root files stemAnd you know what? It s very, very smal,
Py St rake a look at Table 1.

and Linux kernel on the compact flash disk. Fi-

nally, we need to configure the bootloader. Inwjith a carefully optimized Linux kernel
case you missed it a few steps ago, we are Ugwhich this kernel unfortunately isn’t) we
ing the Syslinux bootloader for this example.cou|d expect to have even more free space.
| happen to have a ready to use syslinux conand remember, every bit of space we save is
figuration file, so | will now install that to the money that embedded Linux deve|0pers don’t

compact flash disk as well: have to spend on expensive flash memory. So
now comes the final test; it is now time to boot

# cat  syslinux.cfg from our compact flash disk. Here is what you

TIMEOUT 0 should see.

PROMPT 0

DEFAULT linux

LABEL linux

KERNEL linux [----kernel boot messages snipped--]
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# Il /mnt

total 1.9M

drwxr-r- 2 root root 16K Jun 2 16:39 ./
drwxr-xr-x 22 root root 4.0K Feb 6 07:40 ./

-r-Xr-r- 1 root root 7.7K Jun 2 16:36 Idlinux.sys*
-TWXTr-I- 1 root root 795K Jun 2 16:36 linux*
-TWXTI-I- 1 root root 1.1M Jun 2 16:36 root fs.gz*
-rWXr-r- 1 root root 170 Jun 2 16:39 syslinux.cfg*

Table 1. Output ofs -Ih /mnt

useful example. There are thousands of other
potential applications that are only waiting for
Welcome to the Erik's wireless access point. you to create them.

Freeing unused kernel memory: 64k freed

uclibc login: root

BusyBox v1.00-prel0 (2004.06.02-21:54+0000)
Built-in shell (ash)
Enter ’help’ for a list of built-in commands.

#du -h /| tail -n 1
2.6M

#

And there you have it—your very own wire-
less access point. Some additional configura-
tion will be necessary to start up the wireless
interface, which will be demonstrated during
my presentation.

11 Conclusion

The two largest components of a standard
Linux system are the utilities and the libraries.
By replacing these with smaller equivalents a
much more compact system can be built. Us-
ing BusyBox and uClibc allows you to cus-
tomize your embedded distribution by strip-
ping out unneeded applets and features, thus
further reducing the final image size. This
space savings translates directly into decreased
cost per unit as less flash memory will be re-
quired. Combine this with the cost savings of
using Linux, rather than a more expensive pro-
prietary OS, and the reasons for using Linux
become very compelling. The example Wire-
less Access point we created is a simple but
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Abstract a cornerstone of the project. The LSB was

originally organized around 3 components: the

The dynamic application test tool is capableertten specification, a sample implementa-

of checking API usage at run-time. The LSBt!On’.and the.test Su'te.s'. The written specifica-
: . tion is the ultimate definition of the LSB. Both
defines only a subset of all possible parame; . . .
. ) . the sample implementation, and the test suites
ter values to be valid. This tool is capable of . : : o
. : .~ . yield to the authority of the written specifica-
checking these value while the application Istion
running.
The sample implementation (Sl) is a minimal
subset of a GNU/Linux system that provides a
auntime that implements the LSB, and as little
else as possible. The Sl is neither intended to
ge a minimal distribution, nor the basis for a
istribution. Instead, it is used as both a proof

of concept and a testing tool. Applications

Results to date will be presented, a|0ng W|thWh|Ch are seeking certification are required to

future plans and possible uses for this tool. ~ Prove they execute correctly using the Sl and
two other distributions. The Sl is also used to

validate the runtime test suites.

This paper will explain how this tool works,
and highlight some of the more interesting im-
plementation details such as how we manage
to generate most of the code automatically
based on the interface descriptions containe
in the LSB database.

1 Introduction
The third component is testing. One of the

_ ] things that strengthens the LSB is its ability to
The.Llnux Standard Base (LSB) Project be-measure, and thus prove, conformance to the
gan in 1998, when the Linux community caMegiandard. Testing is achieved with an array of

together and decided to take action to preyiterent test suites, each of which measures a
vent GNU/Linux based operating systems fromyifrerent aspect of the specification.
fragmenting in the same way UNIX operating

systems did in the 1980s and 1990s. The LSB _

defines the Application Binary Interface (ABI) -SB Runtime

for the core part of a GNU/Linux system. As

an ABI, the LSB defines the interface between « cmdchk

the operating system and the applications. A . o ) .

complete set of tests for an ABI must be capa- This test suite is a simple existence test

ble of measuring the interface from both sides.  that ensures the required LSB commands
and utilities are found on an LSB con-

Almost from the beginning, testing has been forming system.
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« libchk 2 The database

This test suite checks the libraries re-
quired by the LSB to ensure they con- The LSB Specification contains over 6600 in-

tain the interfaces and symbol versions agerfaces, each of which is associated with a li-

specified by the LSB. brary and a header file, and may have parame-
ters. Because of the size and complexity of the
* runtimetests data describing these interfaces, a database is

This test suite measures the behavior Olused to maintain this information.

the interfaces provided by the GNU/Linux |t js impractical to try and keep the specifica-
system. This is the largest of the testtjon, test suites and development libraries and
suites, and is actually broken down into headers synchronized for this much data. In-
several components, which are referred tastead, portions of the specification and tests,
collectively as the runtime tests. Thesegnd all of the development headers and li-
tests are derived from the test suites use@raries are generated from the database. This
by the Open Group for UNIX branding.  ensures that as changes are made to the
database, the changes are propagated to the

LSB Packaging other parts of the project as well.

Some of the relevant data components in this

* pkgchk DB are Libraries, Headers, Interfaces, and
This test examines an RPM format Ioack_Types. 'I_'here are also secondary components
age to ensure it conforms to the LSB. and relations between all of the components. A
short description of some of these is needed be-

« pkginstchk fore moving on to how the dynchk test is con-

) L structed.
This test suite is used to ensure that the

package management tool provided by & 1 Library
GNU/Linux system will correctly install
LSB conforming packages. This suite is

- The LSB specifies 17 shared libraries, which
still in early stages of development.

contains the 6600 interfaces. The interfaces
in each library are grouped into logical units

LSB Application called a LibGroup. The LibGroups help to or-

ganize the interfaces, which is very useful in

« appchk the written specification, but isn’t used much
elsewhere.

This test performs a static analysis of an
application to ensure that it only uses, ,
libraries and interfaces specified by the
LSB.

Interface

An Interface represents a globally visible sym-

« dynchk bol, such as a function, or piece of data. Inter-

faces have a Type, which is either the type of

This test is used to measure an applicathe global data or the return type of the func-
tions use of the LSB interfaces during itStion. If the Interface is a function, then it will

execution, and is the subject of this paperhave zero or more Parameters, which form a



. Tid | Ttype Tname| Tbasetype
Library 1 | Intrinsic | int 0
T 2 | Pointer | int* 1
fi J] fi Table 1: Example of recursion in Type table for
1 *
LibGroup LibGroup LibGroup int
struct foo {
[ ]| int a;
f] f] int  *b;
}
Interface Interface Interface
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Figure 3: Sample struct

Figure 1: Relationship between Library, Lib-

Group and Interface is used to hold the ordered list of members. En-

tries in the TypeMember table point back to the
Type table to describe the type of each member.
For enums, the TypeMember table is also used
to hold the ordered list of values.

Interface

N s BN

Type Parameter Parameter Parameter Tid Ttype Thame Tbasetype
1 | Intrinsic | int 0
J] J] J] 2 | Pointer | int* 1
Type Type Type 3 | Struct | foo 0

Table 2: Contents of Type table
Figure 2: Relationship between Interface, Type

and Parameter The structure shown in Figure 3 is represented
by the entries in the Type table in Table 2 and
set of Types ordered by their position in the pathe TypeMember table in Table 3.

rameter list.
2.4 Header

2.3 Type
Headers, like Libraries, have their contents ar-

As mentioned above, the database contain€nged into logical groupings known a Header-

enough information to be able to generateGroups. Unlike Libraries, these HeaderGroups

header files which are a part of the LSB de-8'€ ordered so that the proper sequence of

velopment tools. This means that the databasgefinitions within a header file can be main-

must be able to represent Clanguage types. THained. HeaderGroups contain Constant defi-

Type and TypeMember tables provide thesehitions (i.e. #define statements) and Type def-
j If you examine a few well designed

These tables are used recursively. If a Type iditions. _ :
defined in terms of another type, then it will header files, you will notice a pattern of a com-

have a base type that points to that other type.ment followed by related constant definitions
and type definitions. The entire header file can

For structs and unions, the TypeMemeber tabl®e viewed as a repeating sequence of this pat-
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Tmid | TMname | TMtypeid | TMposition | TMmemberof
10 | a 1 0 3
11 | b 2 1 3

Table 3: Contents of TypeMember

HeaderGroup 1 compiler will of course ensure that only val-
ues between 0 an?f® — 1 will be used, but
Constants only a few of those values have any meaning
Types in this context. By adding the semantic infor-
mation that this member holds a socket fam-
ily value, the test generator can cause the value
HeaderGroup 2 found insa_family  to be tested against the
Constants legal socket families valuesAF_INET, AF_
INET6, etc), instead of just ensuring the value
Types falls between 0 and'® — 1, which is really just
a noop test.
HeaderGroup 3 .
Example TypeType entries
Constants
Types « RWaddress
An address from the process space that
Function must be both readable and writable.
Declarations
* Rdaddress
An address from the process space that
Figure 4: Organization of Headers must be at least readable.

) _ _ « filedescriptor
tern. This pattern is the basis for the Header-

Group concept. A small integer value greater than or equal

to 0, and less than the maximum file de-

25 TypeType scriptor for the process.

* pathname
One last construct in our database should be  The name of a file or directory that should
mentioned. ~ While we are able to repre-  pe compared against the Filesystem Hier-

sent a syntactic description of interfaces and  5rchy Standard.

types in the database, this is not enough to

automatically generate meaningful test cases.

We need to add some semantic informatior?-6 Using this data

that better describes how the types in struc-

tures and parameters are used. As an examis mentioned above, the data in the database is
ple,struct sockaddr contains a member, used to generate different portions of the LSB

sa_family , of type unsigned short. The project. This strategy was adopted to ensure
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these different parts would always be in syncyrunning, without interfering with the execution
without having to depend on human interven-of the application.

tion.
This new test has two major components: a

The written specification contains tables of in-mechanism for hooking itself into an applica-
terfaces, and data definitions (constants antlon, and a collection of functions to perform

types).
database.

These are all generated from thehe tests for all of the interfaces. These compo-
nents can mostly be developed independently

of each other.

The LSB development environméntonsists

of stub libraries and header files that contain3 1 The Mechanism

only the interfaces defined by the LSB. This
development environment helps catch the use
of non-LSB interfaces during the developmentT
or porting of an application instead of being
surprised by later test results. Both the stu
libraries and headers are produced by script

pulling data from the database.

he mechanism for interacting with the appli-
cation must be transparent and noninterfering
go the application. We considered the approach
gsed by 3 different tools: abc, Itrace, and fake-
root.

Some of the test suites described previously . gpc —This tool was the inspiration for

have components which are generated from the
databaseCmdchk andlibchk have lists of
commands and interfaces respectively which
are extracted from the database. The static ap-
plication test toolappchk , also has a list of
interfaces that comes from the database. The
dynamic application test toadlynchk , has the
majority of its code generated from informa-
tion in the database.

3 The Dynamic Checker

The static application checker simply examines
an executable file to determine if it is using
interfaces beyond those allowed by the LSB.
This is very useful to determine if an appli-
cation has been built correctly. However, is
unable to determine if the interfaces are used
correctly when the application is executed. A
different kind of test is required to be able to
perform this level of checking. This new test
must interact with the application while it is

1See the May Issue dfinux Journalfor more infor-
mation on the LSB Development Environment.

* ltrace

our new dynamic checkerabc was de-
veloped as part of the SVR4 ABI test
tools. abc works by modifying the tar-
get application. The application’s exe-
cutable is modified to load a different ver-
sion of the shared libraries and to call a
different version of each interface. This
is accomplished by changing the strings
in the symbol table andT_NEEDED
records. For examplédjbc.so.1 is
changed td.iBc.So0.1 , andfread()

is changed toFrEaD() . The test set
is then located in/usr/lib/LiBc.

So.1, which in turns loads the original
lusr/lib/libc.so.1 . This mecha-
nism works, but the requirement to mod-
ify the executable file is undesirable.

—This tool is similar to
strace , except that it traces calls
into shared libraries instead of calls into
the kernel. lItrace  uses the ptrace
interface to control the application’s
process. With this approach, the test sets
are located in a separate program and are
invoked by stopping the application upon
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entry to the interface being tested. Thisfunctions are implemented by calling the func-
approach has two drawbacks: first, thetions in layers 2 and 3. An example of a func-
code required to decode the process stackon in the first layer was given in Figure 5.

and extract the parameters is unique to ) _
each architecture. and second. the testshe second layer contains the functions that

themselves are more complicated to write_teSt data structures and types which are passed

since the parameters have to be fetched @S parameters. These functions are also im-
from the application’s process. plemented by calling the functions in layer 3
and other functions in layer 2. A function in

» fakeroot —This tool is used to cre- the second layer looks like Figure 6.

ate an environment where an unprivileged ) . )
process appears to have root priviIegesThe third layer contains functions that test the

fakeroot  usesLD PRELOADo load types which have been annotated with addi-
an additional shared_library before any oftional semantic information. These functions
the shared libraries specified by tBa often have to perform nontrivial operations to
NEEDEDrecords in the executable. This €St the assertion required for these supplemen-
extra library contains a replacement func-t&! types. Figure 7 is an example of a layer 3

tion for each file manipulation function. function.

The functions in th|§ I!brary will be se- Presently, there are 3056 functions in layer 1

lected by the.dynamlc Ilnker instead of the(tests forlibstdc++  are not yet being gen-

normal functions found in the regulgr - erated), 106 functions in layer 2, and just a few

braries. The test sets themselves wil PeMn layer 3. We estimate that the total number of

form tests of the parameters, and then calfy,, .tions in layer 3 upon completion of the test

the original version of the functions. tool will be on the order of several dozen. The

functions in the first two layers are automati-

We chose to use theD_PRELOADmecha- cally generated based on the information in the
nism because we felt it was the simplest to usedatabase. Functions in layer 3 are hand coded.
Based on this mechanism, a sample test case

looks like Figure 5. 3.3 Automatic generation of the tests

One problem that must be avoided when us-

ing this mechanism is recursion. If the aboveln Table 4, is a summary of the size of the test
function just calledread() at the end, it tool so far. As work progresses, these num-
would end up calling itself again. Instead, thebers will only get larger. Most of the code in
RTLD_NEXTag passedtdisym() tellsthe the test is very repetitive, and prone to errors
dynamic linker to look up the symbol on one when edited manually. The ability to automate
of the libraries loaded after the current library.the process of creating this code is highly de-
This will get the original version of the func- sirable.

tion. )
Let's take another look at the sample function

from layer 1. This time, however, lets replace
some of the code with a description of the in-

. _ . formation it represents. See Figure 8 for this
The test set functions are organized into 3 |ayParameterized version.

ers. The top layer contains the functions tha
are test stubs for the LSB interfaces. Thes@&ll of the occurrences of the stringead are

3.2 Test set organization
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ssize t read (int arg0, void *argl, size_t arg2) {
if ('funcptr)
funcptr = disym(RTLD_NEXT, "read");
validate_filedescriptor(arg0, "read");
validate_ RWaddress(argl, "read");
validate_size t(arg2, "read");
return funcptr(arg0, argl, arg2);

Figure 5: Test case for read() function

void validate_struct_sockaddr_in(struct sockaddr_in *input,
char *name) {
validate socketfamily(input->sin_family,name);
validate_socketport(input->sin_port,name);
validate IPv4Address((input->sin_addr), name);

}

Figure 6: Test case for validatirsgruct sockaddr_in

Module | Files | Lines of Code These two examples, now represent templates
libc 752 19305 that can be used to create the functions for lay-
libdl 5 125 ers 1 and 2. From the previous description of
libgec_s 13 262 the database, you can see that there is enough
libGL 450 11046 information available to be able to instantiate
'!b'CE 49 1135 these templates for each interfaces, and struc-
libm 281 6568 ture used by the LSB.

libncurses| 266 6609

libpam 13 335 The automation is implemented by 2 perl
libpthread| 82 2060 scripts:gen_lib.pl andgen_tests.pl

libSM 37 865 These scripts generate the code for layers 1 and
libX11 668 16112 2 respective|y_

libXext 113 2673

libXt 288 7213 Overall, these scripts work well, but we have
libz 39 973 run into a few interesting situations along the
structs 106 1581 way.

Table 4: Summary of generated code 3.4 Handling the exceptions

actually just the function name, and could have>° far, we have come up with an overall archi-
been replaced also. tecture for the test tool, selected a mechanism

that allows us to hook the tests into the running
The same thing can be done for the sampla@pplication, discovered the pattern in the test
function from layer 2 as is seen in Figure 9.  functions so that we could create a template for



48 e Linux Symposium 2004 » Volume One

void validate_filedescriptor(const int fd, const char *name) {

if (fd >= Isb_sysconf(_SC_OPEN_MAX))

ERROR("fd too big");
else if (fd < 0)

ERROR("fd negative");
}

Figure 7: Test case for validating a filedescriptor

return-type read (list of parameters) {
if ('funcptr)

funcptr = disym(RTLD_NEXT, "read");
validate _parameterl type(argO, "read");
validate parameter2 type(argl, "read");
validate_parameter3 type(arg2, "read");

return funcptr(arg0, argl, arg2);

Figure 8: Parameterized test case for a function

automatically generating the code, and imple-
mented the scripts to generate all of the tests
cases. The only problem is that now we run
into the real world, where things don't always
follow the rules.

Here are a few of the interesting situations we
have encountered

» Variadic Functions

Of the 725 functions in libc, 25 of them
take a variable number of parameters.
This causes problems in the generation of
the code for the test case, but most impor-
tantly it affects our ability to know how
to process the arguments. These func-
tion have to be written by hand to han-
dle the special needs of these functions.
For the functions in thexec , printf
andscanf families, the test cases can be
implemented by calling the varargs form
of the function éxecl() can be imple-
mented usingxecv() ).

» open()

In addition to the problems of being a
variadic function, the third parameter to
open() andopen64() is only valid

if the O_CREATflag is set in the sec-
ond parameter to these functions. This
simple exception requires a small amount
of manual intervention, so these function
have to be maintained by hand.

* memory allocation

One of the recursion problems we ran into
is that memory will be allocated within
the dlsym() function call, so the im-
plementation of one test case ends up in-
voking the test case for one of the mem-
ory allocation routines, which by default
would calldlsym() , creating the recur-
sion. This cycle had to be broken by hav-
ing the test cases for these routines call
libc private interfaces to memory alloca-
tion.

» changing memory map
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void validate_struct_structure name(struct structure name
*input, char *name) {
validate_type of member 1(input->name of member 1, name);
validate_type of member 2(input->name of member 2, name);
validate_type of member 3((input->name of member 3), name);

Figure 9: Parameterized test case for a struct

Pointers are validated by making surethey  try to validate the pointer, or the data be-
contain an address that is valid for the pro- ing pointed to.

cess/proc/self/maps is read to ob-

tain the memory map of the current pro-

cess. These results are cached, for perfor-

mance reasons, but usually, the memory

map of the process will change over time.ng doubt, there will be more interesting situ-

Both Fhe .StaCk. and. the heap will grow, ations to have to deal with before this tool is
resulting in valid pointers being checked completed

against a cached copy of the memory map.

In the event a pointer is found to be in-

valid, the memory map is re-read, and the

pointer checked again. Themap() and 4 Results
munmap() test cases are also maintained

by hand so that they can also cause the

memory map to be re-read. As of the deadline for this paper, results are
 hidden ioctl()s prelimingry, but encourgging: The tool is ini-
tially being tested against simple commands
By design, the LSB specifies interfacessuch as Is and vi, and some X Windows clients
at the highest possible level. One exam-such as xclock and xterm. The tool is correctly
ple of this, is the use of the termio func- inserting itself into the application under test,
tions, instead of specifying the underly- and we are getting some interesting results that
ing ioctl() interface. It turns out that will be examined more closely.
this tool catches the underlyimgctl()
calls anyway, and flags it as an error. TheOne example is vi passes a NULL to
solution is for the termio functions the set __strtol_internal several times during
a flag indicating that théoctl() test Startup.

case should skip its tests. The tool was designed to work across all archi-

tectures. At present, it has been built and tested
on only the 1A32 and IA64 architectures. No

Many interfaces have parameters whichgijgnificant problems are anticipate on other ar-
may be NULL. This triggerred lots of .nitectures.

warnings for many programs. The solu-
tion was to add a flag that indicated thatAdditional results and experience will be pre-
the Parameter may be NULL, and to notsented at the conference.

» Optionally NULL parameters
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5 Future Work

There is still much work to be done. Some of
the outstanding tasks are highlighted here.

» Additional TypeTypes

Semantic information needs to be added
for additional parameters and structures.
The additional layer 3 tests that corre-
spond to this information must also be im-
plemented.

* Architecture-specific interfaces

As we found in the LSB, there are some

interfaces, and types that are unique to one
or more architectures. These need to be
handled properly so they are not part of

the tests when built on an architecture for

which they don't apply.

* Unions

Although Unions are represented in the
database in the same way as structures,
the database does not contain enough in-
formation to describe how to interpret or
test the contents of a union. Test cases that
involve unions may have to be written by
hand.

» Additional libraries

The information in the database for the
graphics libraries and fdibstdc++  is
incomplete, therefore, it is not possible to
generate all of the test cases for those li-
braries. Once the data is complete, the test
cases will also be complete.
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Abstract and #ifdef's to work in all of the various
2.4 kernels that are out there, which doesn’t ex-

One of the primary focus points of 2.5 was fix- 2tly énhance code coverage or peer review.

ing up the bit rotting block Iay_er, andas a r_eSUItThe block layer fork didn’t just happen for the
2.6 now sports a brand new implementation Offun of it of course, it was a direct result of

basically apything that has to do with passjngthe various problem observed. Some of these
0 around in the kernel, from producer to dISkare added features, others are deeper rewrites

drlvr?r. Ighe talk wil fefatuzre(zs an ln-de_pth IO(2)k4attempting to solve scalability problems with
at the 10O core system in 2.6 comparing to 2.4y, )00 layer core or IO scheduler. In the

:POkif‘g a;[_ per:_c;]rmancg, fleﬁigilit?/ban?] aéjdled next sections | will attempt to highlight specific
unctionality. The rewrite of the 10 scheduler problems in these areas.

API and the new 10 schedulers will get a fair

treatment as well. 1.1 10 Scheduler

No 2.6 talk would be complete without 2.7 _ _
speculations, so | shall try to predict whatThe main 2.4 10 scheduler is called

changes the future holds for the world of Linux €levator_linus ~, named after the benev-

block 1/0. olent kernel dictator to credit him for some
of the ideas used. elevator_linus is a
one-way scan elevator that always scans in

1 2.4 Problems the direction of increasing LBA. It manages

latency problems by assigning sequence
One of the most widely criticized pieces of numbers to new requests, denoting how many
code in the 2.4 kernels is, without a doubt, thenew requests (either merges or inserts) may
block layer. It's bit rotted heavily and lacks pass this one. The latency value is dependent
various features or facilities that modern hard-on data direction, smaller for reads than for

ware craves. This has led to many evils, rangwrites.  Internally, elevator_linus uses
ing from code duplication in drivers to mas- a double linked list structure (the kernels
sive patching of block layer internals in ven- struct list_head ) to manage the request

dor kernels. As a result, vendor trees can easstructures. When queuing a new IO unit with
ily be considered forks of the 2.4 kernel with the IO scheduler, the list is walked to find a
respect to the block layer code, with all of suitable insertion (or merge) point yielding an
the problems that this fact brings with it: 2.4 O(N) runtime. That in itself is suboptimal in
block layer code base may as well be considpresence of large amounts of 10 and to make
ered dead, no one develops against it. Hardmatters even worse, we repeat this scan if the
ware vendor drivers include many nasty hacksequest free list was empty when we entered
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the IO scheduler. The latter is not an errorwhen a driver subtracts requests for 10 sub-
condition, it will happen all the time for even mission. A single global lock is a big enough
moderate amounts of write back against groblem on its own (bigger SMP systems will

queue. suffer immensely because of cache line bounc-
ing), but add to that long runtimes and you have
1.2 struct buffer_head a really huge 10 scalability problem.

The main 1O unit in the 2.4 kernel is the !_lnux vendors ha\{e long shlpped lock scalabil-
ity patches for quite some time to get around

struct buffer_head . It's a fairly unwieldy : o .
structure, used at various kernel layers for dif-thls problem. The adopted solution is typically

ferent things: caching entity, file system block,to make the queue lock a pointer to a driver lo-

. " ) . "cal lock, so the driver has full control of the
and 10 unit. As a result, it's suboptimal for ei- . .
ther of them granularity and scope of the lock. This solu-

tion was adopted from the 2.5 kernel, as we’'ll
From the block layer point of view, the two See later. But this is another case where driver

biggest problems is the size of the structurénriters often need to differentiate between ven-
and the limitation in how big a data region it dor and vanilla kernels.

can describe. Being limited by the file system

one blocksemantics, it can at most describe a1.4 API problems

PAGE_CACHE_SIZzEamount of data. In Linux

on x86 hardware that means 4KiB of data. Of'Looking at the block layer as a whole (includ-

ten it can be even worse: raw io typically uses.
: ._1In h en f th rum, the pr r
the soft sector size of a queue (default 1K|B)I g both ends of the spectrum, the producers

for submitting io, which means that queuing and consumers of the 10 units going through

eg 32KiB of 10 will enter the io scheduler 32 the block layer), itis a typlcal ex_ample of c_:ode
times. To work around this limitation and qet that has been hacked into existence without
' 9€t much thought to design. When things broke

at least to a page at the time, a 2.4 hack was
. - . . or new features were needed, they had been
introduced. This is calledary_io . A driver

. ) - . grafted i h isti . N Il de-
advertising this capability acknowledges that Itgra te.d nto the gmstmg mess. o we de
) . : fined interface exists between file system and
can manageuffer_head's  of varying sizes

. ) block layer, except a few scattered functions.
at the same time. File system read-ahead, a y P

o " “Controlling 10 unit flow from | heduler
other frequent user of submitting larger snzedrbo olling 10 unit flow from |0 schedule

. : . river im ible: 2.4 he |
i0, has no option but to submit the read-aheaéO driver was impossible exposes the 10

] : . . scheduler data structures (thejueue_head
window in units of the page size.

linked list used for queuing) directly to the
driver. This fact alone makes it virtually im-
possible to implement more clever 10 schedul-
i o _ ing in 2.4. Even the recently (in the 2.4.20's)
With the limit onbuffer_head 10 size and  4qqed |ower latency work was horrible to work
elevator_linus runtime, it doesn't take & ith because of this lack of boundaries. Veri-

lot of thinking to <_jiscover obvious scalabili_ty fying correctness of the code is extremely dif-
problems in the Linux 2.4 10 path. To add in- ¢t peer review of the code likewise, since a

sult to injury, the entire 10 path is guarded by a,eyiewer must be intimate with the block layer

single, global lockio_request_lock . This  ¢tructures to follow the code.
lock is held during the entire 10 queuing op-

eration, and typically also from the other endAnother example on lack of clear direction is

1.3 Scalability
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the partition remapping. In 2.4, it's the driver's 4. Must be able to stack easily for 10 stacks

responsibility to resolve partition mappings. such as raid and device mappers. This in-
A given request contains a device and sector cludes full redirect stacking like in 2.4, as
offset (i.e./dev/hdad4 , sector 128) and the well as partial redirections.

driver must map this to an absolute device off-

set before sending it to the hardware. Not onlyy,.e the primary goals for the 10 struc-
does this cause duplicate code in the drivers,, .« \were laid out, thestruct bio Was

it also means the 10 scheduler has no knowly, 5., |t \was decided to base the layout
edge of the real device mapping of a particular,,, 5 scatter-gather type setup, with thie
request. This adversely impacts 10 SChedU"ng:ontaining a map of pages. If the map
whenever partitions aren't laid out in strict as- ., nt was made flexible, items 1 and 2 on
cending disk order, since it causes the io schedyo apove list were already solved. The
uler to make the wrong decisions when ordery 5 implementation involved splitting the

ing io. data container from theiio itself into a
struct bio_vec structure. This was mainly

2 2.6 Block layer done to ease allocation of the structures so
that sizeof(struct bio) was always con-

The above observations were the initial kick off St2nt: Thebio_vec  structure is simply a tu-

for the 2.5 block layer patches. To solve somep_Ie of {page, length, offset} » and the

of these issues the block layer needed to b?'o can be allocated with room for anything

turned inside out, breaking basically anything-dmfr_n 1 tzBlO_l\gg)é_PAGES Curr(_ently Linux
io along the way. efines that as pages, meaning we can sup-

port up to 1MiB of data in a singléio for

a system with 4KiB page size. At the time
of implementation, 1MiB was a good deal be-
yond the point where increasing the 10 size fur-

Given thatstruct buffer_head was one o
: ther didn't yield better performance or lower
of the problems, it made sense to start from

: . CPU usage. It also has the added bonus of
scratch with an 10 unit that would be agree- . . o .
.~ _making thebio_vec fit inside a single page,
able to the upper layers as well as the drivers, o ;
AR . So we avoid higher order memory allocations
The main criteria for such an IO unit would be

something along the lines of: (sizeof(struct bio_vec) == 12 on 32-
' bit, 16 on 64-bit) in the 10 path. This is an

1 Must be able t ntain an_ arbitrar important point, as it eases the pressure on the
- Must ‘be able {o contain an a Iaymemory allocator. For swapping or other low

alrlnount %f data, as r:ntl;]dt] as Lhard\tlvar?nemory situations, we ideally want to stress
allows. LJras much that Maxeenseal .o allocator as little as possible.

least, with the option of easily pushing

this boundary later. Different hardware can support different sizes

2. Must work equally well for pages that _of i0. Tradition_al parallel ATA can d_o a max-
have a virtual mapping as well as ones thafmym ,Of. 128KiB per requgst, glogicfe SC.:SI
do not. doesn't like more than 32KiB, and lots of high

end controllers don’t impose a significant limit

3. When entering the 10 scheduler andon max IO size but may restrict the maximum
driver, 10 unit must point to an absolute number of segments that one IO may be com-

location on disk. posed of. Additionally, software raid or de-

2.1 Dbio
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vice mapper stacks may like special alignmenturns astruct bio_pair describing the two
of 10 or the guarantee that IO won'’t cross parts of the originabio . The twobio ’s can
stripe boundaries. All of this knowledge is ei- then be submitted separately by the driver.
ther impractical or impossible to statically ad-

vertise to submitters of io, so an easy inter2.2 Partition remapping

face for populating &io with pages was es-

sential if supporting large 10 was to becomepyition remapping is handled inside the 10
practical. The current solution ist bio_ stack before going to the driver, so that both
add_page() ~which attempts to add a single grjyers and 10 schedulers have immediate full
page (full or partial) to aio . It returns the ynqyledge of precisely where data should end
amount of bytes successfully added. Typlcalup_ The device unfolding is done automati-

users of this function continue adding pagesa|ly by the same piece of code that resolves
to abio until it fails—then it is submitted for ¢,;1 vio redirects. The worker function is

(@] throughSmeit_biO() ,.a newbio is al- bIk_partition_remap()

located and populated until all data has gone

out_. int bm_add_pageQ uses statically 23 Barriers

defined parameters inside the request queue to

determine how many pages can be added, and _

attempts to query a registereterge_bvec_ Another feature that found its way to some ven-

fn for dynamic limits that the block layer can- dor kernels is 10 barriers. A barrier is defined
not know about. as a piece of 10 that is guaranteed to:

Drivers hooking into the block layer before the
|0 scheduléefrdeal withstruct bio  directly,
as opposed to thstruct request that are
output after the 10 scheduler. Even though the « Not proceed any previously submitted io.
page addition API guarantees that they never

need to be able to deal withtao that is too * Not be proceeded by later submitted io.
big, they still have to manage local splits at

sub-page granularity. The APl was defined thafrhe feature is handy for journalled file sys-
way to make it easier for 10 submitters to man-tems, fsync, and any sort of cache bypassing
age, so they don't have to deal with sub-page0? where you want to provide guarantees on
splits. 2.6 block layer defines two ways to data order and correctness. The 2.6 code isn't
deal with this situation—the first is the generaleven complete yet or in the Linus kernels, but it
clone interfacebio_clone()  returns a clone has made its way to Andrew Morton’s -mm tree
of abio . Aclone is defined as a private copy of which is generally considered a staging area for

thebio itself, but with a sharetio_vec page features. This section describes the code so far.
map list. Drivers can modify the cloneso

and submit it to a different device without du- The first type of barrier supported is a soft
plicating the data. The second interface is taibarrier. It isn't of much use for data in-
lored specifically to single page splits and wadegrity applications, since it merely implies
written by kernel raid maintainer Neil Brown. ordering inside the 10 scheduler. It is sig-
The main function isio_split() which re-  naled with theREQ_SOFTBARRIERag inside
struct request . A stronger barrier is the

* Be on platter (or safe storage at least)
when completion is signaled.

1Also known as amake_request time. 2Such types of 10 includ® DIRECTor raw.
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hard barrier. From the block layer and 10 and this never really worked out. Fixing the
scheduler point of view, it is identical to the runtime problems withelevator_linus is
soft variant. Drivers need to know about it next to impossible due to the data structure ex-
though, so they can take appropriate measurgsosing problem. So before being able to tackle
to correctly honor the barrier. So far the ideany problems in that area, a neat API to the IO
driver is the only one supporting a full, hard scheduler had to be defined.

barrier. The issue was deemed most impor-

tant for journalled desktop systems, where the

lack of barriers and risk of crashes / power loss

coupled with ide drives generally always de-2.4.1 Defined API

faulting to write back caching caused signifi-

cant problems. - Since the ATA command SetIn the spirit of avoiding over-designthe API

isn’t very intelligent in this regard, the ide solu- o .
y g g was based on initial adaption efevator_

tion adopted was to issue pre- and post flushes : ) .
) : linus , but has since grown quite a bit as newer
when encountering a barrier.

IO schedulers required more entry points to ex-

The hard and soft barrier share the feature thalloit their features.
h r h ti i f i . .
they are both tied to a piece o datalf@ , The core function of an 10 scheduler is, natu-
really) and cannot exist outside of data con- . : : . .
) . . rally, insertion of new io units and extraction of

text. Certain applications of barriers would re- . . : .

. ) ) L ditto from drivers. So the first 2 API functions
ally like to issue a disk flush, where finding out :

. . . . are definednext_req_ fn  andadd_req_fn
which piece of data to attach it to is hard orIf ou recall from section 1.1_a new 10
impossible. To solve this problem, the 2.6 bar- you rt - :

. _ unit is first attempted merged into an exist-
rier code added thigkdev_issue_flush() ing request in the 10 scheduler queue. And
function. The block layer part of the code is ba- g req q '

. . o if this fails and the newly allocated request
sically tied to a queue hook, so the driver |ssue% . . :

i . as raced with someone else adding an adja-
the flush on its own. A helper function is pro- cent 10 unit to the queue in the mean time
vided for SCSI type devices, using the generic N ’

we also attempt to mergeruct request  S.

SCSI command transport that the block layer, )

. : ) . S0 2 more functions were added to cater to
provides in 2.6 (more on this later). Unlike

the queued data barriers, a barrier issued wit pese _needsmerge_fn and merge_req_fn_

. . leaning up after a successful merge is done
blkdev_issue_flush() works on all inter- throuah | ¢ Einallv. a de-
esting drivers in 2.6 (IDE, SCSI, SATA). The ughmerge_cleanup_in . Y

- : . , fined 10 scheduler can provide init and exit
only missing bits are drivers that don't belongfunctions should it need to perform any duties
to one of these classes—things likéSS and ' P y

DAC960. during queue init or shutdown.

The above described the 10 scheduler API
2.4 10 Schedulers as of 2.5.1, later on more functions were

added to further abstract the 10 scheduler
As mentioned in section 1.1, there are a numaway from the block layer core. More details
ber of known problems with the default 2.4 10 may be found in thatruct elevator_s in
scheduler and 10 scheduler interface (or lacklinux/elevator.h> kernel include file.
thereof). The idea to base latency on a unit of
data (sectors) rather than a time based unit is 35ome might, rightfully, claim that this is worse than
hard to tune, or requires auto-tuning at runtimeno design
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2.4.2 deadline specific hard target that must be met.

In kernel 2.5.39,elevator_linus was fi-
nally replaced by something more appropriate2.4.3  Anticipatory IO scheduler
the deadlinelO scheduler. The principles be-

hind it are pretty straight forward — new re- \hjle deadline works very well for most
quests are assigned an expiry time in millisecyyorkloads, it fails to observe the natural depen-
onds, based on data direction. Internally, regencies that often exist between synchronous
quests are managed on two different data strugeads. Say you want to list the contents of
tures. The sort list, used for inserts and frontg directory—that operation isn't merely a sin-
merge lookups, is based on a red-black tregye sync read, it consists of a number of reads
This providesO(log n) runtime for both inser-  \yhere only the completion of the final request
tion and lookups, clearly superior to the dou-yjj| give you the directory listing. Wittdead-

bly linked list. Two FIFO lists exist for track- |ine, you could get decent performance from
ing request expiry times, using a double linkedsy,ch a workload in presence of other IO activi-
list. Since strict FIFO behavior is maintainedjeg by assigning very tight read deadlines. But
on these two lists, they run (1) time. For  that isn't very optimal, since the disk will be
back merges it is important to maintain goodserying other requests in between the depen-
performance as well, as they dominate the togent reads causing a potentially disk wide seek
tal merge count due to the layout of files oneyery time. On top of that, the tight deadlines

disk. Sodeadline added a merge hash for | decrease performance on other io streams
back merges, ideally providin®(1) runtime i, the system.

for merges. Additionallygeadlineadds a one-
hit merge cache that is checked even before gdVick Piggin implemented an anticipatory 10
ing to the hash. This gets surprisingly good hitscheduler [lyer] during 2.5 to explore some in-
rates, serving as much as 90% of the mergeteresting research in this area. The main idea
even for heavily threaded io. behind the anticipatory 10 scheduler is a con-
cept calleddeceptive idlenes$Vhen a process
Implementation details asiddeadlinecontin-  jssyes a request and it completes, it might be
ues to build on the fact that the fastest way tOeady to issue a new request (possibly close
access a single drive, is by scanning in the dity) immediately. Take the directory listing ex-
rection of ascending sector. With its superioramp|e from above—it might require 3—4 10
runtime performancejeadlineis able to sup- gperations to complete. When each of them
port very large queue depths without SUﬁeringcompletes, the processs ready to issue the
a performance loss or spending large amountgext one almost instantly. But the traditional
of time in the kernel. Italso doesn’t suffer from j5 scheduler doesn’t pay any attention to this
latency problems due to increased queue sizegct the new request must go through the 10
When a request expires in the FIF@ead-  gcheduler and wait its turn. Witteadline, you
line jumps to that disk location and starts serv-yguld have to typically wait 500 milliseconds
ing 10 from there. To prevent accidental seekfor each read, if the queue is held busy by other
storms (which would further cause us to missprocesses. The result is poor interactive per-
deadlines)deadline attempts to serve a num- formance for each process, even though overall

ber of requests from that location before jump“throughput might be acceptable or even good.
ing to the next expired request. This means that

the assigned request deadlines are soft, not a “Or the kernel, on behalf of the process.
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Instead of moving on to the next request fromprocesses can be placed in. And using reg-
an unrelated process immediately, the anticipadlar hashing technique to find the appropriate
tory 10 scheduler (hence forth known AS)  bucket in case of collisions, fatal collisions are

opens a small window of opportunity for that avoided.

process to submit a new 10 request. If that hap- ) _

pensAS gives it a new chance and so on. Inter-CFQ (_Jlewates rao_llcally from the concepts that
nally it keeps a decaying histogram of taink deadline and AS is based on. It doesn't as-

timesto help the anticipation be as accurate a$'9n deadlines to incoming requests to main-
possible. tain fairness, instead it attempts to divide

bandwidth equally among classes of processes
Internally,ASis quite likedeadline Itusesthe based on some correlation between them. The
same data structures and algorithms for sortdefault is to hash on thread group id, tgid.
ing, lookups, and FIFO. If the think time is set This means that bandwidth is attempted dis-
to 0, it is very close tadeadline in behavior. tributed equally among the processes in the
The only differences are various optimizationssystem. Each class has its own request sort
that have been applied to either scheduler aland hash list, using red-black trees again for
lowing them to diverge a little. IAS is able to  sorting and regular hashing for back merges.
reliably predict when waiting for a new requestWhen dealing with writes, there is a little catch.
is worthwhile, it gets phenomenal performanceA process will almost never be performing its
with excellent interactiveness. Often the sys-own writes—data is marked dirty in context of
tem throughput is sacrificed a little bit, so de-the process, but write back usually takes place
pending on the workloadS might not be the from the pdflushkernel threads. SE€FQ is
best choice always. The IO storage hardwaractually dividing read bandwidth among pro-
used, also plays a role in this—a non-queuingesses, while treating each pdflush thread as a
ATA hard drive is a much better fit than a SCSIseparate process. Usually this has very minor
drive with a large queuing depth. The SCSlimpact on write back performance. Latency is
firmware reorders requests internally, thus ofmuch less of an issue with writes, and good
ten destroying any accounting ti$ is trying  throughput is very easy to achieve due to their
to do. inherent asynchronous nature.

2.4.4 CFQ 2.5 Request allocation

The third new 10 scheduler in 2.6 is called Each block driver in the system has at least
CFQ. It's loosely based on the ideas ononerequest _queue t  request queue struc-
stochastic fair queuing (SFQ [McKenney]). ture associated with it. The recommended
SFQis fair as long as its hashing doesn’t col-setup is to assign a queue to each logical
lide, and to avoid that, it uses a continuallyspindle. In turn, each request queue has
changing hashing function. Collisions can’t bea struct request_list embedded which
completely avoided though, frequency will de- holds freestruct request structures used
pend entirely on workload and timingCFQ  for queuing io. 2.4 improved on this situation
is an acronym for completely fair queuing, at-from 2.2, where a single global free list was
tempting to get around the collision problemavailable to add one per queue instead. This
that SFQ suffers from. To do soCFQ does free list was split into two sections of equal
away with the fixed number of buckets thatsize, for reads and writes, to prevent either
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direction from starving the other 2.4 stati- 1. It's impossible to go backwards from the
cally allocated a big chunk of requests for each  file system and find the specific queue to
queue, all residing in the precious low memory unplug.

of a machine. The combination Gi(N) run-

time and statically allocated request structures 2- Unplugging one queue througin disk
firmly prevented any real world experimenta-  unplugs all plugged queues.

tion with large queue depths on 2.4 kernels. i _
3. The act of plugging and unplugging

2.6 improves on this situation by dynamically touches a global lock.
allocating request structures on the fly instead.

Each queue still maintains its request free list _
like in 2.4. However it's also backed by a mem-All Of these adversely impact performance.

ory poof to provide deadlock free allocations These problems weren'’t really solved until late

even during swapping. The more advanced” 2.6, when Intel reported a huge scalability

io schedulers in 2.6 usually back each requegtroPlem related to unpl(l)Jgging [Chen] on a 32
by its own private request structure, furtherProcessor system. 93% of system time was

increasing the memory pressure of each reSPeNt due to contention dsk_plug_lock

quest. Dynamic request allocation lifts some ofVNich is the 2.6 direct equivalent of the 2.4
this pressure as well by pushing that allocatiorfd—disk  embedded lock. The proposed so-
inside two hooks in the 10 scheduler API— lution was to move the plug lists to a per-
set req_fn  andput_req_fn . The latter CMU structure. While this would solve the

handles the later freeing of that data structure Ontention problems, it still leaves the other 2

items on the above list unsolved.

2.6 Plugging So work was started to find a solution that

would fix all problems at once, and just gen-

For the longest time, the Linux block layer haserally Feel Right. 2.6 contains a link be-
used a technique dubbgiuggingto increase tween the block layer and write out paths
IO throughput. In its simplicity, plugging which is embedded inside the queue, a
works sort of like the plug in your tub drain— struct backing_dev_info . This structure
when 10 is queued on an initially empty queue,holds information on read-ahead and queue
the queue is plugged. Only when someone asksongestion state. It's also possible to go from
for the completion of some of the queued 10 isa struct page  to the backing device, which
the plug yanked out, and io is allowed to drainmay or may not be a block device. So it
from the queue. So instead of submitting thewould seem an obvious idea to move to a back-
first immediately to the driver, the block layer ing device unplugging scheme instead, getting
allows a small buildup of requests. There’srid of the globablk_run_queues() unplug-
nothing wrong with the principle of plugging, ging. That solution would fix all three issues at
and it has been shown to work well for a num-once—there would be no global way to unplug
ber of workloads. However, the block layer all devices, only target specific unplugs, and
maintains a global list of plugged queues in-the backing device gives us a mapping from
side thetq_disk task queue. There are threepage to queue. The code was rewritten to do
main problems with this approach: just that, and provide unplug functionality go-

SIn reality, to prevent writes for consuming all re- ing from a spe_C|f|cstru_ct block_device . !
quests. page, or backing device. Code and interface

®mempool_t interface from Ingo Molnar. was much superior to the existing code base,
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and results were truly amazing. Jeremy Hig-becomes even more silly. ide-scsi isn’t without
don tested on an 8-way 1A64 box [Higdon] andits own class of problems either—it lacks the
got 75-80 thousand IOPS on the stock kernehbility to use DMA on certain writing types.
at 100% CPU utilization, 110 thousand IOPSCDDA audio ripping is another application that
with the per-CPU Intel patch also at full CPU thrives with ide-scsi, since the native uniform
utilization, and finally 200 thousand IOPS atcdrom layer interface is less than optimal (put
merely 65% CPU utilization with the backing mildly). It doesn’'t have DMA capabilities at
device unplugging. So not only did the newall.

code provide a huge speed increase on this

machine, it also went from being CPU to 10

bound. 2.7.1 Enhancing struct request

2.6 also contains some additional logic to , ,
unplug a given queue once it reaches thd Ne problem with 2.4 was the lack of abil-

point where waiting longer doesn’t make much!tY 1 generically send SCSI *like” commands
to devices that understand them. Historically,

sense. So where 2.4 will always wait for an ex- _ )
plicit unplug, 2.6 can trigger an unplug when only f_|Ie system r_ead/wrlte requ_ests could be
one of two conditions are met: submitted to a driver. Some drivers made up
faked requests for other purposes themselves
and put then on the queue for their own con-
§umption, but no defined way of doing this ex-
isted. 2.6 adds a new request type, marked by
theREQ_BLOCK_P®it. Such a request can be

2. When the queue has been idle tpe  €ither backed by aio like a file system re-

unplug_delay . Also device tweak able, duest, or simply has a data and length field set.
and defaults to 3 milliseconds. For both types, a SCSI command data block is

filled inside the request. With this infrastruc-

. . . re in pl n ropri river
The idea is that once a certain number oftu € in place and appropriate gpdatg to drivers
to understand these requests, it's a cinch to sup-

requests have accumulated in the queue, It . S
) . ... porta much better direct-to-device interface for
doesn’'t make much sense to continue waitin urning

for more—there is already an adequate number

available to keep the disk happy. The time limitmost applications use the SCSI sg API for talk-
is really a last resort, and should rarely trig-ing to devices. Some of them talk directly to
ger in real life. Observations on various workthe/dev/sg*  special files, while (most) oth-
loads have verified this. More than a handful orers yse theSG 10 ioctl interface. The for-

two timer unplugs per minute usually indicatesmer requires a yet unfinished driver to trans-

1. The number of queued requests reach
certain limit,g->unplug_thresh . This
is device tweak able and defaults to 4.

a kernel bug. form them into block layer requests, but the lat-
ter can be readily intercepted in the kernel and
2.7 SCSI command transport routed directly to the device instead of through

the SCSI layer. Helper functions were added
An annoying aspect of CD writing applications to make burning and ripping even faster, pro-
in 2.4 has been the need to use ide-scsi, necegiding DMA for all applications and without
sitating the inclusion of the entire SCSI stackcopying data between kernel and user space at
for only that application. With the clear major- all. So the zero-copy DMA burning was pos-
ity of the market being ATAPI hardware, this sible, and this even without changing most ap-
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plications. for that specific 10 scheduler. A nicer solution
would be to create a scheme that works inde-
pendently of the io scheduler used. That would

3 Linux-2.7 require a rethinking of the 10 scheduler API.

The 2.5 development cycle saw the most mas3.2 10 Scheduler switching

sively changed block layer in the history of

Linux. Before 2.5 was opened, Linus hadCurrently Linux provides no less than 4 10
clearly expressed that one of the most imporschedulers—the 3 mentioned, plus a forth
tant things that needed doing, was the blocldubbednoop. The latter is a simple 10 sched-
layer update. And indeed, the very first thinguler that does no request reordering, no latency
merged was the complete bio patch into 2.5.1management, and always merges whenever it
pre2. At that time, no more than a handfulcan. Its area of application is mainly highly
drivers compiled (let alone worked). The 2.7intelligent hardware with huge queue depths,
changes will be nowhere as severe or drastiovhere regular request reordering doesn’t make
A few of the possible directions will follow in  sense. Selecting a specific IO scheduler can

the next few sections. either be done by modifying the source of a
driver and putting the appropriate calls in there
3.1 10 Priorities at queue init time, or globally for any queue by

passing theslevator=xxx boot parameter.
Prioritized 10 is a very interesting area thatThIS makes it impossible, or at least very im-

is sure to generate lots of discussion and de\?v E?ﬁgﬁfl&fgnb ersgggnoa;;kgrlﬁreersgrtnlOilzgheglg?nr:
velopment. It's one of the missing pieces of y plies.

the complete resource management puzzle th ay to switch 10 schedulers per queue and on

several groups of people would very much Iiket e fly is desperately needed. Freezing a queue

to solve. People running systems with manfm.d I_etting IO drain from it until its empty
users, or machines hosting virtual hosts (or(plnnlng new IO along the way), and then shut-

completed virtualized environments) are dy-:'r?g down t:e d0||d 10 scheduIteg and E‘O\g?g éo
ing to be able to provide some QOS guaran- € new scheduler would not be 5o hard 1o do.
The gqueues expose various sysfs variables al-

tees. Some work was already done in this g the loaical h Id simolv b
area, so far nothing complete has materializecf’.e_a ¥, so the logical approach would sSimply be

The CKRM [CKRM] project spear headed by to:
IBM is an attempt to define global resource
management, including io. They applied a lit-
tle work to theCFQ 10 scheduler to provide
equal bandwidth between resource manage- | o
ment classes, but at no specific priorities. Cur?* Simple but effective interface. At least two
rently | have &CFQ patch that is 99% complete patches doing som_ethlng like this were aIre_ady
that provides full priority support, using the 10 ProPOsed, but nothing was merged at that time.
contexts introduced b#S to manage fair shar-

ing over the full time span that a process ex4 Final comments

ists’. This works well enough, but only works

CFQ currently tears down class structures as soor] N€ block layer code in 2.6 has come a long
as it is empty, it doesn’t persist over process life time. way from the rotted 2.4 code. New features

# echo deadline > \
[/sys/block/hda/queue/io_scheduler
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bring it more up-to-date with modern hard- [Higdon] Jeremy HigdonRe: [PATCH]
ware, and completely rewritten from scratch per-backing dev unplugging #Rinux

core provides much better scalability, perfor- kernel mailing list
mance, and memory usage benefiting any ma-  http://marc.theaimsgroup.
chine from small to really huge. Going back com/?l=linux-kernel&m=

a few years, | heard constant complaints about = 107941470424309&w=2 , 2004

the block layer and how much it sucked and

how outdated it was. These days | rare|y[CKRM] IBM, Class-based Kernel Resource
hear anything about the current state of affairs, ~ Management (CKRM)

which usually means that it's doing pretty well http://ckrm.sf.net , 2004

indeed. 2.7 work will mainly focus on fea-

ture additions and driver layer abstractions (ow[
concept of IDE layer, SCS_I layer et(_: will be Linux 2.5 General discussion,
severely shook up). Ngthlpg .that will .wreak Documentation/block/biodoc.
havoc and turn everything inside out like 2.5 txt , 2002

did. Most of the 2.7 work mentioned above

is pretty light, and could easily be back ported

to 2.6 once it has been completed and tested.

Which is also a good sign that nothing really

radical or risky is missing. So things are set-

tling down, a sign of stability.

Bhattacharya] Suparna Bhattachariates
on the Generic Block Layer Rewrite in
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1 Abstract improve the performance of certain kinds of
I/O intensive applications like databases, web-

In this paper we address some of the issyedervers and streaming-content servers. The

identified during the development and stabi-US¢€ of AlO also tends to help such applic_a—
lization of Asynchronous I/O (AIO) on Linux tions adapt and scale more smoothly to varying

26 loads.

We start by describing improvements made t®@.1 Overview of kernel AlO in Linux 2.6
optimize the throughput of streaming buffered
filesystem AIO for microbenchmark runs. the | jnux 2.6 kernel implements in-kernel

Ne>_<t, we discuss_certain tricky issugs in e”'support for AlO. A low-level native AIO sys-

suring data integrity between AIO Direct /O o ¢4l interface is provided that can be in-
(DIO) and buﬁered /0, and take a deeper look,qqq directly by applications or used by li-
at synchronized I/0 guarantees, concurrenfary implementations to build POSIX/SUS
/O, write-ordering issues and the Improve-gemantics. All discussion hereafter in this pa-

ments resulting from radix-tree based write-ner hertains to the native kernel AIO interfaces.
back changes in the Linux VFS.

_ _ _ _ Applications can submit one or more
We then investigate the results of using Linux,q requests asynchronously using the
2.6 filesystem AIO on the performance met-;, submit() system call, and ob-

rics for certain enterprise database workloadsg,;, completion notification using  the
which are expected to benefit from AIO, and;, getevents() system call. Each
mention a few tips on optimizing AlO for such |;5 request specifies the operation (typically

workloads. Finally, we briefly discuss the is- read/write), the file descriptor and the pa-
sues around workloads that need to combing, aters for the operation (e.g., file offset

asynchronous disk I/O and network 1/O. buffer). 1/0 requests are associated with the
completion queue (ioctx) they were submitted
2 Introduction against. The results of I/O are reported as

completion events on this queue, and reaped

) o usingio_getevents()
AIO enables a single application thread to

overlap processing with 1/0 operations for bet-The design of AlO for the Linux 2.6 kernel has
ter utilization of CPU and devices. AIO can been discussed in [1], including the motivation
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behind certain architectural choices, for exam-used by regular and retry-based AIO could
ple: be non-optimal for streaming AIO requests,
and we describe the modifications that ad-

» Sharing a common code path for AIO anddress this finding. A different set of prob-
regular I/O lems that has seen some development ac-

. tivity are the races, exposures and poten-

) A retry-based mo_del for AI_O continua- data-integrity concerns between direct and
tions across blocking points in the_case Ofbuffered I/0, which become especially tricky
buffered filesystem AIO (currently imple- i, 4,0 yresence of AIO. Some of these issues

mented as a set of patches to the LINUX 2.6, i ateq Andrew Morton's modified page-
kerne1l) where worker threads tal_<e on t_he\Nriteback design for the VFS using tagged
_caller_s address space for executing retrieSadix-tree lookups, and we discuss the implica-
Involving access to user-space buffers. tions for the AIOO_SYNGwrite implementa-
tion. In general, disk-based filesystem AIO re-
guirements for database workloads have been a

The retrv-based model all AIO Ejuiding consideration in resolving some of the
€ retry-based model allows an reQUES}yade-offs encountered, and we present some

to be executed as a series of non-blocking It'initial performance results for such workloads.

_eratlons. Each iteration retries the rema'_n'LastIy, we touch upon potential approaches to
ing part of the request from where the last it-

} SO . allow processing of disk-based AlO and com-
eration left off, re-issuing the corresponding

AIO filesystem operation with modified argu- munications I/O within a single event loop.
ments representing the remaining 1/0. The re-

tries are “kicked” via a special AlO waitqueue 3 Streaming AlO reads

callback routineaio_wake_function() ,

which replace_s the : default waitqueue entry3.1 Basic retry pattern for single AlO read
used for blocking waits.

2.2 Background on retry-based AIO

The high-level retry infrastructure is respon-The retry-based design for buffered filesystem
sible for running the iterations in the addressAlO read works by converting each blocking
space context of the caller, and ensures thawait for read completion on a page intoetry
only one retry instance is active at a giventimeexit The design queues an asynchronous no-
This relieves the fops themselves from havingification callback and returns the number of

to deal with potential races of that sort. bytes for which the read has completed so far
without blocking. Then, when the page be-
2.3 Overview of the rest of the paper comes up-to-date, the callback kicks off a retry

continuation in task context. This retry contin-
In subsequent sections of this paper, we dedation invokes the same filesystem read opera-
scribe our experiences in addressing several igion again using the caller’s address space, but
sues identified during the optimization and stathis time with arguments modified to reflect the
bilization efforts related to the kernel AIO im- remaining part of the read request.
plementation for Linux 2.6, mainly in the area

of disk- or filesystem-based AIO. For example, given a 16KB read request start-

ing at offset 0, where the first 4KB is already
We observe, for example, how I/O patternsin cache, one might see the following sequence
generated by the common VFS code pathsf retries (in the absence of readahead):
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first time: whereol, 02, o3, ... refer to the ran-
fop->aio_read(fd, 0, 16384) = 4096 ; .

and when read completes for the second page: dom offsets where these reads are issued:
fop->aio_read(fd, 4096, 12288) = 4096

and when read completes for the third page:

fop->aio_read(fd, 8192, 8192) = 4096 first time:
and when read completes for the fourth page: fop->aio_read(fd, o1, 16384) = -EIOCBRETRY,
fop->aio_read(fd, 12288, 4096) = 4096 after issuing readahead for 64KB
as the readahead logic sees the first page
of the read
. fop->aio_read(fd, 02, 16384) = -EIOCBRETRY,
3.2 Impact of readahead on single AlIO read after issuing readahead for 8KB (notice

the shrinkage of the readahead window
because of non-sequentiality seen by the

Usually, however, the readahead logic attempts  readahead logic)

. fop->ai d(fd, 03, 16384) = -EIOCBRETRY,
to batch read requests in advance. Hence, more™ e teseta 5 o) = o

I/O would be seen to have completed at each  window, turning off readahead and issuing
. . . 4KB read in the slow path
retry. The logic attempts to predict the optimal 1, >4i0 read(fd, 04, 16384) = -EIOCBRETRY,

readahead window based on state it maintains after issuing 4KB read in the slow path
about the sequentiality of past read requests on

the same file descriptor. Thus, given a maxi-2and when read completes for ol
. . fop->aio_read(fd, ol, 16384) = 16384
mum readahead window size of 128KB, the S€zang when read completes for 02

guence of retries would appear to be more like fop->aio_read(fd, 02, 16384) = 8192
nd when read completes for 03

. . . . . al
the following example, which results in signif-  fop->aio_read(fd, 03, 16384) = 4096

i i . and when read completes for o4
ICantIy |mproved throughput. fop->aio_read(fd, 03, 16384) = 4096

first time:
fop->aio_read(fd, 0, 16384) = 4096,
after issuing readahead

for 128KB/2 = 64KB In steady state, this amounts to a maximally-
and when read completes for the above 1/O: . .
fop->aio_read(fd, 4096, 12288) = 12288 shrunk readahead window with 4KB reads at

random offsets being issued serially one at a

_ _ time on a slow path, causing seek storms and
Notice that care is taken to ensure that readagriving throughputs down severely.

heads are not repeated during retries.

3.4 Upfront readahead for improved stream-
3.3 Impact of readahead on streaming AIO ing AIO read throughputs
reads

. To address this issue, we made the readahead
In the case of streaming AlO reads, a sequencggic aware of the sequentiality of all pages in a

of AIO read requests is issued on the sam@jngle read request upfront—before submitting

file descriptor, where subsequent reads are sulhe next read request. This resulted in a more

complete (contrast this with a sequence of syn-

chronous reads).
) fop->aio_read(fd, ol, 16384) = -EIOCBRETRY,

. N after issuing readahead for 64KB
Interestingly, we encountered a significant  as the readahead logic sees all the 4
i iNn- pages for the read
throughput degradation as a regult of the in fopoa, rend(fd. 02 16384) = -EIOCBRETRY,
terplay of readahead and streaming AlO reads. ater issuing readahead for 20KB, as the
H readahead logic sees all 4 pages of the
To see why, consider the retry sequence for = (the remahead window shrinks 1o

streaming random AIO read requests of 16KB,  4+1=5 pages)
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fop->aio_read(fd, 03, 16384) = -EIOCBRETRY,
after issuing readahead for 20KB, as the

alone, limited to the maximum readahead set-
ting for the device.

readahead logic sees all 4 pages of the
read (the readahead window is maintained
at 4+1=5 pages) 3.6 Streaming AIO read microbenchmark
. comparisons
and when read completes for ol
fop->aio_read(fd, ol, 16384) = 16384
and when read completes for 02
fop->aio_read(fd, 02, 16384) = 16384
and when read completes for 03
fop->aio_read(fd, 03, 16384) = 16384

We explored streaming AIO throughput im-
provements with the retry-based AIO imple-
mentation and optimizations discussed above,
using a custom microbenchmark called aio-
stress [2]. aio-stress issues a stream of AIO
3.5 Upfront readahead and sendfile regres- '€dUeSts to one or more files, where one can
sions vary several parameters including 1/O unit size,
total 1/0 size, depth of iocbs submitted at a

At first sight it appears that upfront readaheadime, number of concurrent threads, and type
is a reasonable change for all situations, sinc@nd pattern of 1/O operations, and reports the
it immediately passes to the readahead logi€Verall throughput attained.

the entire size of the request. However, it hasl.he hardware included a 4-way 700MHz
the unintended, potential side-effect of losingp . \tiu® 111 machine with 512MB of RAM

pipelining benefits for really large reads, OroP-40d a 1MB L2 cache. The disk subsystem

erati(_)ns like sendfile which_involve POSt Pro- s for the I/O tests consisted of an Adaptec
cessing l/O on the contents just read. One WA\ 1Cc7896/97 Ultra2 SCSI controller connected

tof ad;:lress th'ds ;]S t((’j Cl'phthe maximum SI;eto a disk enclosure with six 9GB disks, one
o up ront_ readanea to_t € maximum readays \ypich was configured as an ext3 filesystem
head setting for the device. To see why eve

: SR "With a block size of 4KB for testing.
that may not suffice for certain situations, let

us take a look at the following sequence forThe runs compared aio-stress throughputs for
a webserver that uses non-blocking sendfile tgtreaming random buffered 1/0 reads (i.e.,
serve a large (2GB) file. without O_DIRECT), with and without the
previously described changes. All the runs
were for the case where the file was not al-
ready cached in memory. The above graph
summarizes how the results varied across in-
dividual request sizes of 4KB to 64KB, where
I/O was targeted to a single file of size 1GB,
the depth of iocbs outstanding at a time being
64KB. A third run was performed to find out
how the results compared with equivalent runs
This confuses the readahead logic about thasing AIO-DIO.

I/O pattern which appears to be 0-128K, 8K— _

132K, 16K—140K instead of clear sequentiality Vith the changes applied, the results showed

from 0-2GB that is really appropriate. an approximate 2x improvement across all
block sizes, bringing throughputs to levels that

To avoid such unanticipated issues, upfrontmatch the corresponding results using AlO-
readahead required a special case for AIMIO.

sendfile(fd, 0, 2GB, fd2) = 8192,
tells readahead about up to 128KB
of the read

sendfile(fd, 8192, 2GB - 8192, fd2) = 8192,
tells readahead about 8KB - 132KB
of the read

sendfile(fd, 16384, 2GB - 16384, fd2) = 8192,
tells readahead about 16KB-140KB
of the read



Linux Symposium 2004 * Volume One ¢ 67

lock ordering ofi_sem first and theni_
alloc_sem ) while allowing for filesystem-
0 : : : : : : specific implementations of the DIO and file-

Streaming AlO read results with aio-stress of blocks by a truncate while DIO was in
Ll p— FgAlg(non—céched)é.s.zvénilla ‘ progress. The semaphore was implemented

R FSAI -cached) 2.6.2 Patched . . .
S 50| x AGDIOZESVanlla o held in shared mode by DIO and in exclusive
5 T mode by truncate.
< 15 . . 7
2 0l V,,.fttii'?i“” ] Note that handling the new locking rules (i.e.,
=

0 10 20 30 40 50 60 70 . . .
request size (KB) write interfaces had to be handled with some
care.

Figure 1. Comparisons of streaming random

AlG read throughputs 4.2 AlO-DIO specific races

4 AIO DIO vs cached I/O integrity ~ The inclusion of AIO in Linux 2.6 added some
issues tricky scenarios to the above-described prob-
lems because of the potential races inherent in
returning without waiting for 1/0 completion.
The interplay of AIO-DIO writes and truncate

o was a particular worry as it could lead to cor-
Stephen Tweedie discovered several races b?uption of file data; for example, blocks could

tween DIO and buffered /O to the same file 4ot geallocated and reallocated to a new file
[3]. These races could lead to potential staleyyhjle an AIO-DIO write to the file was still in

data exposures and even data-integrity ISSUegrqgress. To avoid this, AIO-DIO had to return
Most instances were related to situations Whelith i alloc sem  held. and only release it
in-core meta-data updates were visible before,q pa?t of 110 completion post-processing. No-

actual instantiation or resetting of corresponds;ce that this also had implications for AIO can-
ing data blocks on disk. Problems could alsozgation.

arise when meta-data updates were not visible
to other code paths that could simultaneouslyile size updates for AIO-DIO file extends
update meta-data as well. The races mainly afeould expose unwritten blocks if they hap-
fected sparse files due to the lack of atomicitypened before 1/0 completed asynchronously.
between the file flush in the DIO paths and ac-The case involving fallback to buffered 1/0
tual data block accesses. was particularly non-trivial if a single request

) ] spanned allocated and sparse regions of a
The solution that Stephen Tweedie camejje  gpecifically, part of the I/O could have
up with, and which Badari Pulavarty re- heen initiated via DIO then continued asyn-

ported to Linux 2.6, involved protecting block ¢ ronoysy, while the fallback to buffered 1/0
lookups and meta-data updates with the inodgccyrred and signaled 1/0 completion to the

semaphore(sem ) in DIO paths forbothread  yppjication. The application may thus have
and write, atomically with the file flush. Over- (o ;sed its I/O buffer, overwriting it with other

writing of sparse blocks in the DIO write path qa13 and potentially causing file data corrup-
was modified to fall back to buffered writes. (ion if writeout to disk had still been pending.

Finally, an additional semaphore élloc_
sem) was introduced to lock out deallocation It might appear that some of these problems

4.1 DIO vs buffered races
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could be avoided if I/O schedulers guaranteedhize previously-issued writes to disk by invok-
the ordering of 1/0 requests issued to the samang fsync(), which writes back data from the
disk block. However, this isn’t a simple propo- page cache to disk and waits for writeout to
sition in the current architecture, especially incomplete before returning.

generalizing the design to all possible cases,

including network block devices. The use of5.1 Concurrent DIO writes

I/O barriers would be necessary and the costs

may not be justified for these special-case situp|0 writes formerly held the inode semaphore
ations. in exclusive mode until write completion. This

: . _helped ensure atomicity of DIO writes and
Instead, a pragmatic approach was taken in or-

) . protected against potential file data corruption
der to address this based on the assumptlorP g P P

S : i
. races with truncate. However, it also meant that

that true asynchronous behaviour was reall

meaningful in practice, mainly when perform-

ultiple threads or processes submitting par-
ing 1/0O to already-allocated file blocks. For

allel DIOs to different parts of the same file

. . effectively became serialized synchronously.

example, databases typically preallocate file y y y
at the time of creation, so that AIO writes

7f the same behaviour were extended to AIO
during normal operation and in performance-

(i.e., having the_sem held through 1/0O com-
critical paths do not extend the file or encounteP 0N for AIO-DIO writes), it would signif-
sparse regions. Thus, for the sake of correct-

icantly degrade throughput of streaming AIO
: writes as subsequent write submissions would
ness, synchronous behaviour may be tOIerabIBlock until completion of the previous request
for AIO writes involving sparse regions or file '
extends. This compromise simplified the han4yjth the fixes described in the previous sec-
dIlng of the scenarios described earlier. Alo-tion, such synchronous serialization is avoid-
DIO file extends now wait for I/O to complete aple without loss of correctness, as the inode
and update the file size. AIO-DIO writes span-semaphore needs to be held only when looking
ning allocated and sparse regions now wait fop the blocks to write, and not while actual I/O
previously- issued DIO for that request to com-is in progress on the data blocks. This could al-
plete before falling back to buffered I/O. low concurrent DIO writes on different parts of
a file to proceed simultaneously, and efficient
5 Concurrent /O with synchro- throughputs for streaming AlO-DIO writes.

nized write guarantees 5.2 ConcurrentO_SYNuffered writes

An application opts for synchronized writes In the original writeback design in the Linux
(by using theO_SYNCoption on file open) VFS, per-address space lists were maintained

when the I/O must be committed to disk be-for dirty pages and pages under writeback for
fore the write request completes. In the cas@ 9iven file.  Synchronized write was imple-
of DIO, writes directly go to disk anyway. For mented by tra_versmg these Ilsts_ 'Fo issue erte-
buffered 1/0, data is first copied into the page®Uts for the dirty pages and waiting for write-
cache and later written out to disk: if synchro-Pack to complete on the pages on the writeback

nized I/O is specified then the request returndiSt: The inode semaphore had to be held all

only after the writeout is complete. through to avoid possibilities of livelocking on
these lists as further writes streamed into the
An application might also choose to synchro-same file. While this helped maintain atomicity
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of writes, it meant that parall€® SYNGwrites shared mode for background writers. It in-
to different parts of the file were effectively volved navigating issues with busy-waits in
serialized synchronously. Further, dependencbackground writers and the code was begin-
oni_sem -protected state in the address spacaing to get complicated and potentially fragile.

lists across I/O waits made it difficult to retry- _
enable this code path for AIO support. This was one of the problems that flnal_ly
prompted Andrew Morton to change the entire

In order to allow concurrer® SYNGwritesto  VFS writeback code to use radix-tree walks in-
be active on a file, the range of pages to bestead of the per-address space pagelists. The
written back and waited on could instead bemain advantage was that avoiding the need
obtained directly through a radix-tree lookupfor movement across lists during state changes
for the range of offsets in the file that was be-(e.g., when re-dirtying a page if its buffers were
ing written out by the request [4]. This would locked for I/O by another process) reduced the
avoid traversal of the page lists and hence thehances of pages getting missed from consid-
need to hold_sem across the I/O waits. Such eration without the added serialization of entire
an approach would also make it possible towritebacks.

completeO_SYNGwrites as a sequence of non-

blocking retry iterations across the range of

bytes in a given request. 6 Tagged radix-tree based write-
back

5.3 Data-integrity guarantees

Background writeout threads cannot block onFor the radix-tree walk writeback design to per-
the inode semaphore like O_SYNC/fsync writ-form as well as the address space lists-based
ers. Hence, with the per-address space listapproach, an efficient way to get to the pages
writeback model, some juggling involving of interest in the radix trees is required. This
movement across multiple lists was requireds especially so when there are many pages in
to avoid livelocks. The implementation had the pagecache but only a few are dirty or under
to make sure that pages which by chance gowriteback. Andrew Morton solved this prob-
picked up for processing by background write-lem by implementing tagged radix-tree lookup
outs didn’t slip from consideration when wait- support to enable lookup of dirty or writeback
ing for writeback to complete for a synchro- pages in O(log64(n)) time [6].
nized write request. The latter would be partic- ) _ )
ularly relevant for ensuring synchronized-write S was achieved by adding tag bits for each
slot to each radix-tree node.

guarantees that impacted data integrity for aps e. If anode is
plications. However, as Daniel McNeil's anal- {299ed, then the corresponding slots on all the

ysis would indicate [5], getting this right re- Nodes above it in the tree are tagged. Thus,
quired the writeback code to write and wait !0 S€arch for a particular tag, one would keep
upon I/O and dirty pages which were initiated 90INg down sub-trees under slots which have

by other processes, and that turned out to bH'€ 1&g bit set until the tagged leaf nodes are
fairly tricky. accessed. A tagged gang lookup function is

used for in-order searches for dirty or write-
One solution that was explored was per-back pages within a specified range. These
address space serialization of writeback to enlookups are used to replace the per-address-
sure exclusivity to synchronous writers andspace page lists altogether.
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To synchronize writes to disk, a tagged radix-write operation again using the caller’s address
tree gang lookup of dirty pages in the byte-space, but this time with arguments modified to
range corresponding to the write request is perreflect the remaining part of the write request.
formed and the resulting pages are written out. _

Next, pages under writeback in the byte-rangé'S Writeouts for the range would have already
are obtained through a tagged radix-tree ganBe?” |ssu§d the first tlme_ before _the loop to
lookup of writeback pages, and we wait forwa_'t for writeback completlon., the implemen-
writeback to complete on these pages (withouf2tion takes care not to re-dirty pages or re-

having to hold the inode semaphore across thi§SUeé Writeouts during subsequent retries of
waits). Observe how this logic lends itself to beAlO Write. Instead, when the code detects that

broken up into a series of non-blocking retry it- It 1S being called in a retry context, it simply

erations proceeding in-order through the rangef.a"s through directly to the step involving wait-
on-writeback for the remaining range as speci-

The same logic can also be used for a wholdied by the modified arguments.

file sync, by specifying a byte-range that spans

the entire file. 7.2 Filtered waitqueues to avoid retry storms
with hashed wait queues

Background writers also use tagged radix-tree

gang lookups of dirty pages. Instead of alwayscode that is in a retry-exit path (i.e., the return

scanning a file from its first dirty page, the in- hath following a blocking point where a retry is

dex where the last batch of writeout terminateogueued) should in general take care not to call

is tracked so the next batch of writeouts can bgqtines that could wakeup the newly-queued
started after that point. retry.

One thing that we had to watch for was calls
to unlock_page() in the retry-exit path.

This could cause a redundant wakeup if an
The tagged radix-tree walk writeback approachysync wait-on-page writeback was just queued
greatly simplifies the design of AIO support for for that page. The redundant wakeup would
synchronized writes, as mentioned in the previgrise if the kernel used the same waitqueue
ous section, on unlock as well as writeback completion for
a page, with the expectation that the waiter
7.1 Basic retry pattern for synchronized AIO  \yoyld check for the condition it was waiting
writes for and go back to sleep if it hadn’t occurred. In
) the AlO case, however, a wakeup of the newly-
The retry-based design for buffered AIO_  q,eyed callback in the same code path could
SYNCwrites works by converting each block- hstentially trigger a retry storm, as retries kept

ing wait for writeback completion of a page riggering themselves over and over again for
into aretry exit The conversion point queues the wrong condition.

an asynchronous notification callback and re-

turns to the caller of the filesystem’s AIO The interplay of unlock page() and
write operation the number of bytes for whichwait_on_page_writeback() with
writeback has completed so far without block-hashed waitqueues can get quite tricky for
ing. Then, when writeback completes for thatretries. For example, consider what happens
page, the callback kicks off a retry continuationwhen the following sequence in retryable code
in task context which invokes the same AlOis executed at the same time for 2 pages,

7 Streaming AlO writes
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and py, which happen to hash to the same Streaming AIO O_SYNC write results with aio-stress
waitqueue (Table 1). 8 T FSAI02.6.2 Vanila ¥
16 *-- FSAIO 2.6.2 Patched ol

14 |
12 1 e
10 | X

- AO-DIO 262 Vanilla ="

lock_page(p)
check condition and process

unlock_page(p)
if (wait_on_page_writeback_wq(p)
== -EIOCBQUEUED)
return bytes done

aio-stress throughput (MB/s)

o N A O
T

0 1‘0 éO f;O 4‘0 50 (;O 70

. request size (KB)

The above code could keep cycling between

spurious retries opx andpy until 1/0 is done, Figure 2: Comparisons of streaming random

wasting precious CPU time! AIO write throughputs.

If we can ensure specificity of the wakeup with

hashed waitqueues then this problem can be ) o

avoided. William Lee Irwin's implementation POCK sizes, bringing throughputs to levels that
of filtered wakeup support in the recent Linux Match the corresponding results using AlO-
2.6 kernels [7] achieves just that. The Wakeu;P'O'

routine specifies a key to match before invok-
ing the wakeup function for an entry in the
waitqueue, thereby limiting wakeups to those
entries which have a matching key. For page
waitqueues, the key is computed as a function

of the page and the condition (unlock or write-| arge database systems leveraging AlO can
back completion) for the wakeup. show marked performance improvements com-
pared to those systems that use synchronous
7.3 Streaming AIO write microbenchmark |/O alone. We use IBM DB2® Universal
comparisons Database™ V8 running an online transaction
processing (OLTP) workload to illustrate the

The following graph compares aio-stressperformance improvement of AlO on raw de-
throughputs for streaming random bufferedyices and on filesystems.

I/O O_SYNCwrites, with and without the

previously-described changes. The compariz ; pgo page cleaners

son was performed on the same setup used for

the streaming AlO read results discussed ear- ) )
lier. The graph summarizes how the results var® DB2 page cleaner is a process responsible
ied across individual request sizes of 4KB tofor flushing dirty buffer pool pages to disk.
64KB, where I/0 was targeted to a single ﬁ|elt_5|mulates AlO by executing asynchronously
of size 1GB and the depth of iocbs outstandWith respect to the agent processes. The num-
ing at a time was 64KB. A third run was per- ber of page c_Ieaners and their behavior can be
formed to determine how the results compareduned according to the demands of the system.

with equivalent runs using AIO-DIO. The agents, freed from cleaning pages them-
selves, can dedicate their resources (e.g., pro-

With the changes applied, the results showedessor cycles) towards processing transactions,
an approximate 2x improvement across althereby improving throughput.

AlO performance analysis for
database workloads
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CPU1 CPU2
lock_page(px)

unlock_page(px)

lock_page(py)
wait_on_page_writeback wq(px)

unlock_page(py) -> wakes up pl

triggering
< a retry
lock_page(px) wait_on_page_writeback_wq(py)
unlock_page(py) ---- wakes up py --- causes retry ---->

Table 1: Retry storm livelock with redundant wakeups on hashed wait queues

8.2 AIO performance analysis for raw devices page cleaner using AlO, than when it was
configured with 55 page cleaners using syn-
chronous I/O.

Two experiments were conducted to measure - .

the performance benefits of AIO on raw de- | Configuration Relative

vices for an update-intensive OLTP database , Throughput

workload. The workload used was derived 1 page cleaner with AIO 133

) o 55 page cleaners without AIQ 122

from a TPC[8] benchmark, but is in no way

comparable to any TPC results. For the first exTable 2: Database performance with and with-

periment, the database was configured with oneut AlO.

page cleaner using the native Linux AlO inter-

face. For the second experiment, the databas&nalyzing the I/O write patterns (see Table 3),

was configured with 55 page cleaners all usingve see that one page cleaner using AIO was

the synchronous I/O interface. These experisufficient to keep the buffer pools clean un-

ments showed that a database, properly corder a very heavy load, but that 55 page clean-

figured in terms of the number of page clean-ers using synchronous /O were not, as in-

ers with AlO, can out-perform a properly con- dicated by the 30% agent writes. This data

figured database using synchronous I/0O pagsuggests that more page cleaners should have

cleaning. been configured to improve the performance of

) . _ the case with synchronous 1/0. However, ad-
For both experiments, the system configurationyisional page cleaners consumed more mem-

consisted of DB2 V8 running on a 2-way AMD oy requiring a reduction in bufferpool size
theron system with L_|nux 2.6.1installed. The 54 thereby decreasing throughput. For the
disk subsystem consisted of two FASIT 700gt configuration, 55 cleaners was the optimal

storage servers, each with eight disk enclon,mper hefore memory constraints arose.
sures. The disks were configured as RAID-0

arrays with a stripe size of 256KB.

8.3 AIO performance analysis for filesystems

Table 2 shows the relative database perfor-

mance with and without AlO. Higher numbers This section examines the performance im-
are better. The results show that the databaggrovements of AIO when used in conjunction
performed 9% better when configured with onewith filesystems. This experiment was per-
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Configuration Page cleaner Agent Configuration Commercial Processing

writes (%) | writes (%) Scores
1 page cleaner with 100 0 Synchronous I/O 100
AIO AlO (Buffered) 113.7
55 page cleaners with- 70 30 DIO 111.9
out AlIO

_ ~ Table 4: Database performance on filesystems
Table 3: DB2 write patterns for raw device with and without AlO.

configurations.

buffer pool pages, resulting in less time pro-
formed using the same OLTP benchmark as icessing transactions.

the previous section.

Configuration Page cleaner Agent
The test system consisted of two 1GHz AMD writes (%) | writes (%)
Opteron processors, 4GB of RAM and two [ Synchronous I/Q 37 63
QLogic 2310 FC controllers. Attached to the | AlO (buffered) 100 0
server was a single FAStT900 storage server [ PO 49 o1

and two disk enclosures with a total of 28 15Krap|e 5: DB2 write patterns for filesystem con-
RPM 18GB drives. The Linux kernel used figurations.

for the examination was 2.6.0+mm21, which in-

cludes the AIO filesystem support patches [9] o
discussed in this paper. 8.4 Optimizing AIO for database workloads

The database tables were spread across mulfyatabases typically use AIO for streaming
ple ext2 filesystem partitions. Database 10g%yatches of random, synchronized write re-
were stored on a single raw partition. quests to disk (where the writes are directed
0 preallocated disk blocks). This has been
ound to improve the performance of OLTP
workloads, as it helps bring down the num-
ber of dedicated threads or processes needed
for flushing updated pages, and results in re-
Test 1. Synchronous (Buffered) 1/0. duced memory footprint and better CPU uti-
lization and scaling.

Three separate tests were performed, utilizinj
different 1/0 methods for the database pag
cleaners.

Test 2. Asynchronous (Buffered) I/0.

The size of individual write requests is deter-
mined by the page size used by the database.
For example, a DB2 UDB installation might
The results are shown in Table 4 as relause a database page size of 8KB.

tive commercial processing scores using syn-

chronous /0 as the baseline (i.e., higher is bet?'S ObServed in previous sections, the use of
ter). AlO helps reduce the number of database page

cleaner processes required to keep the buffer-
Looking at the efficiency of the page clean-pool clean. To keep the disk queues maximally
ers (see Table 5), we see that the use of AlQutilized and limit contention, it may be prefer-
is more successful in keeping the buffer poolsable to have requests to a given disk streamed
clean. In the synchronous I/0O and DIO casesput from a single page cleaner. Typically a
the agents needed to spend more time cleaningget of of disks could be serviced by each page

Test 3. Direct I/0.
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cleaner if and when multiple page cleaner®.1 AIO poll interface
need to be used.

Databases might also use AIO for reads, for ex\nother alternative is to add support for
ample, for prefetching data to service queriesPOlling an event on a given file descriptor
This usually helps improve the performance ofthrough the AlO interfaces. ThIIS function, re-
decision support workloads. The /O patternférmed to as AIO poli, can be issued through
generated in these cases is that of streaminig—Submit() just like other AIO opera-
batches of large AIO reads, with sizes typicallyons, and specifies the file descriptor and
determined by the file allocation extent sizetN® eventset to wait for.  When the event
used by the database (e.g., a DB2 installatioQCCUrs, notification is reported througd_
might use a database extent size of 256KB)Jetevents()

For installations using buffered AlO reads, tun-1,o retry-based design of AIO poll works by
ing the readahead setting for the corresponding e rting the blocking wait for the event into
devices to be more than the extent size woul retry exit

help improve performance of streaming AlO

reads (recall the discussion in Section 3.5). The generic synchronous polling code fits

nicely into the AIO retry design, so most of the

. : original polling code can be used unchanged.

9 Addressing AIO workloads in- Th?—:- privgte dgta area of the iocb can be Ssed
volving both disk and communi-  to hold polling-specific data structures, and a
cations I/0 few special cases can be added to the generic

polling entry points. This allows the AIO poll

. o . case to proceed without additional memory al-
Certain applications need to handle both d'Sk]ocationg y

based AIO and communications I/O. For com-
munications 1/O, the epoll interface—which _ o

provides support for efficient scalable event>-2 AlO operations for communications I/O
polling in Linux 2.6—could be used as ap-

propriate, possibly in conjunction witl® A third option is to add support for AIO op-
NONBLOCKsoocket 1/0. Disk-based AIO on erations for communications I/O. For exam-
the other hand, uses the native AIO ABI ple, AIO support for pipes has been imple-
getevents  for completion notification. This mented by converting the blocking wait for
makes it difficult to combine both types of I/O 1/O on pipes to aetry exit The generic pipe
processing within a single event loop, evencode was also structured such that conversion
when such a model is a natural way to progranto AlO retries was quite simple, the only signif-
the application, as in implementations of theicant change was using the curremt wait
application on other operating systems. context instead of a locally defined waitqueue,

o __ and returning early if no data was available.
How do we address this issue? One option is to

extend epoll to enable it to poll for notification However, AlO pipe testing did show signifi-
of AIO completion events, so that AIO comple- cantly more context switches then the 2.4 AIO
tion status can then be reaped in a non-blockingipe implementation, and this was coupled
manner. This involves mixing both epoll and with much lower performance. The AIO core
AlO API programming models, which is not functions were relying on workqueues to do
ideal. most of the retries, and this resulted in constant
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switching between the workqueue threads anthis was the hardest part of supporting AIO—
user processes. modifiying code that was originally designed

_ only for synchronous I/O.
The solution was to change the AIO core

to do retries inio_submit() and inio_ Interestingly, this also meant that AIO ap-
getevents() . This allowed the process to peared to magnify some problems early. For
do some of its own work while it is scheduled example, issues with hashed waitqueues that
in. Also, retries were switched to a delayedled to the filtered wakeup patches, and reada-
workqueue, so that bursts of retries would trig-head window collapses with large random
ger fewer context switches. reads which precipitated improvements to the
, , ~ readahead code from Ramachandra Pai. Ul-
While delayed wakeups helped with pipeimately, many of the core improvements that
workloads, it also caused I/O stalls in f”eSyS'heIped AIO have had positive benefits in al-

tem AIO workloads. This was because a deyqing improved concurrency for some of the
layed wakeup was being used even when a US&Unchronous 1/0 paths.

process was waiting im_getevents()

When user processes are actively waiting fotn terms of benchmarking and optimizing
events, it proved best to trigger the workerLinux AlIO performance, there is room for
thread immediately. more exhaustive work. Requirements for AIO

_ fsync support are currently under considera-
General AlO support for network operationsyion There is also a need for more widely used

has been considered but notimplemented so 18,0 applications, especially those that take ad-
because of lack of supporting study that preyantaged of AIO support for buffered 1/O or
dicts a significant benefit over what epoll andyying out additional requirements like network
non-blocking 1/0 can provide, except for the |5 peyond epoll or AIO poll. Finally, investi-
scope for enabling potential zero-copy imple-gations into API changes to help enable more
mentations. This is a potential area for futureggicient POSIX AIO implementations based
research. on kernel AIO support may be a worthwhile
endeavor.

10 Conclusions
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Abstract 2 Overview of Boot Process

The entire boot process of Linux can be
roughly divided into 3 main areas: firmware,
qiernel, and user space. The following is a list
of events during a typical boot sequence:

This paper presents several techniques for r
ducing the bootup time of the Linux kernel, in-
cluding Execute-In-Place (XIP), avoidance of
calibrate_delay() , and reduced prob-
ing by certain drivers and subsystems. Using 1. power on

a variety of techniques, the Linux kernel can

be booted on embedded hardware in under 5002. firmware (bootloader) starts
milliseconds. Current efforts and future direc-

tions of work to improve bootup time are de- 3. kernel decompression starts

scribed.
4. kernel start

5. user space start
1 Introduction 6. RC script start
7. application start

Users of consumer electronics products expect 8. first available use

their devices to be available for use very soon

after being turned on. Configurations (.)f.Linux This paper focuses on techniques for reducing
for desktop and server markets exhibit b0k pootup time up until the start of user space.
times in the range of 20 seconds to a few M4t s, techniques are described which reduce
utes, which is unacceptable for many consumegg firmware time, and the kernel start time.
products. This includes activities through the completion

No single item is responsible for overall poorOf event 4 in the list above.

boot time performance. Therefore a numbefrna actual kernel execution begins with
of techniques must be employed to reduce th@,a (outine start kernel() _in the file
boot up time of a Linux system. This paper;sit/main.c -

presents several techniques which have been

found to be useful for embedded configurationsAn overview of major steps in the initialization
of Linux. sequence of the kernel is as follows:
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* start_kernel() 3.1 System

init architecture

An HP XW4100 Linux workstation system
init interrupts was used for these tests, with the following
characteristics:

init memory

start idle thread

Pentium 4 HT processor, running at 3GHz

call rest_init()

« start ‘init’ kernel thread 512 MB RAM

» Western Digital 40G hard drive on hda

The init kernel thread performs a few
other tasks, then caldo_basic_setup() ,
which calls do_initcalls() , to run
through the array of initialization routines for 3-2 Measurement method
drivers statically linked in the kernel. Finally,
this thread switches to user spacedxgcve -  The kernel used was 2.6.6, with the KFI patch
ing to the first user space program, usuallyapplied. KFI stands for “Kernel Function In-
/sbin/init . strumentation”. This is an in-kernel system
to measure the duration of each function ex-
ecuted during a particular profiling run. It
« init  (kernel thread) uses thefinstrument-functions op-
tion of gcc to instrument kernel functions
with callouts on each function entry and exit.
» call do_initcalls() This code was authored by developers at Mon-
. init buses and drivers taVista Software, and a patch for 2.6.6 is avail-
able, although the code is not ready (as of the
time of this writing) for general publication.
— call run_init_process() Information about KFI and the patch are avail-
able at:

Generic CDROM drive on hdc

— call do_basic_setup()

— prepare and mount root filesystem

» call execve() to start user
space process
http://tree.celinuxforum.org/pubwiki
/moin.cgi

3 Typi(;a| Desktop Boot Time /KernelFunctionInstrumentation

The boot times for a typical desktop systems-3 Key delays

were measured and the results are presented

below, to give an indication of the major areasThe average time for kernel startup of the test
in the kernel where time is spent. While thesystem was about 7 seconds. This was the
numbers in these tests differ somewhat fromamount of time for just the kernel and NOT the
those for a typical embedded system, it is usefirmware or user space. It corresponds to the
ful to see these to get an idea of where some gberiod of time between events 4 and 5 in the
the trouble spots are for kernel booting. boot sequence listed in Section 2.
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Some key delays were found in the kernelTable 2 shows some high-level routines called
startup on the test system. Table 1 showsluring kernel initialization, and the amount of

some of the key routines where time was spentime they took to complete on the test ma-
during bootup. These are the low-level rou-chine. Duration times marked with a tilde de-
tines where significant time was spent insidenote functions which were highly variable in

the functions themselves, rather than in subduration.

routines called by the functions.

| Kernel Function | Duration time |

Kernel Function No. of [ Avg. call | Total ide_init 3327

calls time | time time_init ~500
delay_tsc 5153 1| 5537 ISapnp_init 383
default_idle 312 1| 325 18042_init 139
get_cmos_time 1 500 | 500 prepare_namespace ~50
psmouse_sendbyte 44 24| 109 calibrate_delay | 24
pci_bios_find_device 25 17 44 Note: Times are in milliseconds.
atkbd_sendbyte 7 3.7 26 . . .
calibrate de,zy 1 >a| 2z Table 2: High-level delays during a typical

Note: Times are in milliseconds. startup.

Table 1: Functions consuming lots of time dur-
ing a typical desktop Linux kernel startup.
For a few of these, it is interesting to examine
the call sequences underneath the high-level
Note that over 80% of the total time of the roytines. This shows the connection between
bootup (almost 6 seconds out of 7) was spenghe high-level routines that are taking a long
busywaiting indelay_tsc()  or spinning in  time to complete and the functions where the

the routinedefaUIt_idleo . It appears time is actua"y being spent.
that great reductions in total bootup time could

be achieved if these delays could be reduced;igures 1 and 2 show some call sequences for
or if it were possible to run some initialization high-level calls which take a long time to com-
tasks concurrently. plete.

Another interesting point is that the routine In each call tree, the number in parentheses is
get_cmos_time() was extremely variable the number of times that the routine was called

in the length of time it took. Measurementsby the parent in this chain. Indentation shows

of its duration ranged from under 100 millisec- the call nesting level.

onds to almost one second. This routine, anid:
methods to avoid this delay and variability, are
discussed in section 9.

or example, in Figure ldo_probe() s
called a total of 31 times byrobe_hwif()
and it callside_delay 50ms() 78 times,

3.4 High-level delay areas andtry_to_identify() 8 times.

The timing data for the test system showed
Since delay_tsc() is used (via various that IDE initialization was a significant con-
delay mechanisms) for busywaiting by a tributor to overall bootup time. The call se-
number of different subsystems, it is helpful toquence underneatide_init() shows that
identify the higher-level routines which end up a large number of calls are made to the routine
invoking this function. ide_delay 50ms() , which in turn calls
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ide_init->
probe_for_hwifs(1)->
ide_scan_pcibus(1)->
ide_scan_pci_dev(2)->
piix_init_one(2)->
init_setup_piix(2)->
ide_setup_pci_device(2)->
probe_hwif_init(2)->
probe_hwif(4)->
do_probe(31)->
ide_delay_50ms(78)->
__const_udelay(3900)->
__delay(3900)->
delay_tsc(3900)
try_to_identify(8)->
actual_try_to_identify(8)->
ide_delay_50ms(24)->
__const_udelay(1200)->
__delay(1200)->
delay_tsc(1200)

Figure 1: IDE init call tree

isapnp_init->
isapnp_isolate(1)->
isapnp_isolate_rdp_select(1)->
__const_udelay(25)->
__delay(25)->
delay_tsc(25)
isapnp_key(18)->
__const_udelay(18)->
__delay(18)->
delay_tsc(18)

Figure 2: ISAPNP init call tree

The remaining sections of this paper discuss
various specific methods for reducing bootup
time for embedded and desktop systems. Some
of these methods are directly related to some of
the delay areas identified in this test configura-
tion.

4 Kernel Execute-In-Place

A typical sequence of events during bootup is
for the bootloader to load a compressed kernel
image from either disk or Flash, placing it into
RAM. The kernel is decompressed, either dur-
ing or just after the copy operation. Then the
kernel is executed by jumping to the function
start_kernel()

Kernel Execute-In-Place (XIP) is a mechanism
where the kernel instructions are executed di-
rectly from ROM or Flash.

In a kernel XIP configuration, the step of copy-
ing the kernel code segment into RAM is omit-
ted, as well as any decompression step. In-
stead, the kernel image is stored uncompressed
in ROM or Flash. The kernel data segments
still need to be initialized in RAM, but by elim-
inating the text segment copy and decompres-

const_udelay() very many times. The sion, the overall effect is a reduction in the time
Esywai?s iride_delay_50ms() alone ac- equired for the firmware phase of the bootup.

cr?unteo: t1;or over 5 seconds, or about 70% Ofrape 3 shows the differences in time duration
the total boot up time. for various parts of the boot stage for a sys-

Another significant area of delay was the ini- tem booted with and without use of kernel XIP.

tialization of the ISAPnP system. This took The times in the table are shown in millisec-

about 380 milliseconds on the test machine. ©nds. The table shows that using XIP in this
configuration significantly reduced the time to

Both the mouse and the keyboard drivers usedopy the kernel to RAM (because only the data

crude busywaits to wait for acknowledgementssegments were copied), and completely elim-

from their respective hardware. inated the time to decompress the kernel (453
milliseconds). However, the kernel initializa-

Finally, the routinecalibrate_delay() tion time increased slightly in the XIP configu-
took about 25 milliseconds to run, to computeraiion for a net savings of 463 milliseconds.

the value ofloops_per_jiffy and print

(the relatedBogoMips for the machine. In order to support an Execute-In-Place con-
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| Boot Stage | Non-XIP time | XIPtime | Some of the operations in the benchmark took
Copy kernel to RAM 85 12| significantly longer with the kernel run in the
Decompress kernel 453 0| XIP configuration. Most individual operations
Kernel initialization 819 882 .
Total kernel boot ime 1357 594 took about 20%. to 30% longer. This perfor-
Note: Times are in milliseconds. Results are for ~mance penalty is suffered permanently while
PowerPC 405 LP at 266 MHz the kernel is running, and thus is a serious
drawback to the use of XIP for reducing bootup
Table 3: Comparison of Non-XIP vs. XIP time.
bootup times A second tradeoff with kernel XIP is between

the sizes of various types of memory in the

figuration, the kernel must be compiled andsystem. In the XIP configuration the kernel
linked so that the code is ready to be exeMust be stored uncompressed, so the amount

cuted from a fixed memory location. There of Flash required for the kernel increases, and
are examples of XIP configurations for ARM, is usually about doubled, versus a compressed

MIPS and SH platforms in the CELinux k_ernel image usc;)]d with a no?-XIP config_urz-
source tree, available athttp://tree. tion. However, the amount of RAM require

celinuxforum.org/ for the kernel .is decreaseq, since the kernel

code segment is never copied to RAM. There-
fore, kernel XIP is also of interest for reducing
the runtime RAM footprint for Linux in em-
bedded systems.

There are tradeoffs involved in the use of XIP. _ N _
First, it is common for access times to flash There is additional research under way to in-

memory to be greater than access times tyestigate ways of reducing the performance
RAM. Thus, a kernel executing from Flash Impact of using XIP. One promising technique

usually runs a bit slower than a kernel execut8PPears to be the use of “partial-XIP,” where a
ing from RAM. Table 4 shows some of the re- highly active subset of the kernel is loaded into
sults from running thémbench benchmark RAM, but the majority of the kernel is executed

on system, with the kernel executing in a stan!n Place from Flash.

dard non-XIP configuration versus an XIP con-

4.1 XIP Design Tradeoffs

figuration. 5 Delay Calibration Avoidance
[ Operation | Non-XIP [ XIP | One t , tion inside the k
stat() syscall 52 4] 256 ne tme-consuming operation inside the Ker-

nel is the process of calibrating the value used
for delay loops. One of the first routines in
the kernelcalibrate_delay() , executes

a series of delays in order to determine the cor-
rect value for a variable callddops_per_

Note: Times are in microseconds. Results are foiiffy ~ , which is then subsequently used to ex-
Imbench benchmark run on OMAP 1510 (ARM9 atecute short delays in the kernel.

168 MHz) processor

fork a process 4718 | 7106
context switching for 16 932 1109
processes and 64k data size
pipe communication 248 | 548

The cost of performing this calibration is, in-
Table 4: Comparison of Non-XIP and XIP per- terestingly, independent of processor speed.
formance Rather, it is dependent on the number of iter-
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ations required to perform the calibration, andmachine, and making sure the kernel is com-
the length of each iteration. Each iteration re-piled without the drivers for that hardware.

quires 1 jiffy, which is the length of time de- .
fined by the HZ variable. In the specific case of IDE, the kernel sup-

ports options at the command line to allow the
In 2.4 versions of the Linux kernel, most plat- user to avoid performing probing for specific
forms defined HZ as 100, which makes theinterfaces and devices. To do this, you can
length of a jiffy 10 milliseconds. A typical use the IDE and harddriveoprobe options
number of iterations for the calibration opera-at the kernel command line. Please see the
tion is 20 to 25, making the total time required file Documentation/ide.txt in the ker-
for this operation about 250 milliseconds. nel source tree for details on the syntax of using

) _ these options.
In 2.6 versions of the Linux kernel, a few plat-

forms (notably i386) have changed HZ to 1000,0n the test machine, IDBoprobe options
making the length of a jiffy 1 millisecond. On were used to reduce the amount of probing dur-
those platforms, the typical cost of this calibra-ing startup. The test machine had only a hard
tion operation has decreased to about 25 mildrive on hda (ideO interface, first device) and
liseconds. Thus, the benefit of eliminating thisa CD-ROM drive on hdc (idel interface, first
operation on most standard desktop systemdevice).

has been reduced. However, for many embed- ) -

ded systems, HZ is still defined as 100, which!n One testnoprobe options were specified

makes bypassing the calibration useful. to suppress probing of non-used interfaces and
devices. Specifically, the following arguments

It is easy to eliminate the calibration operation.were added to the kernel command line:
You can directly edit the code init/main.
c:calibrate_delay() to hardcode a value
for loops_per_jiffy , and avoid the cali-
bration entirely. Alternatively, there is a patch
available athttp://tree.celinuxforum.
org/pubwiki/moin.cgi/PresetLPJ

hdb=none hdd=none ide2=noprobe

The kernel was booted and the result was
that the functionde_delay 50ms() was
called only 68 times, andelay_tsc() was
called only 3453 times. During a regular
ernel boot without these options specified,
the functionide_delay 50ms() is called
102 times, andlelay_tsc() is called 5153
times. Each call todelay_tsc() takes
about 1 millisecond, so the total time savings

6 Avoiding Probing During Bootup from using these options was 1700 millisec-
onds.

This patch allows you to use a kernel config-
uration option to specify a value fdoops__
per_jiffy at kernel compile time. Alterna-
tively, the patch also allows you to use a ker-
nel command line argument to specify a prese
value forloops_per_jiffy at kernel boot
time.

Another technique for reducing bootup time isThese IDEnoprobe options have been avail-

to avoid probing during bootup. As a generalable at least since the 2.4 kernel series, and are
technique, this can consist of identifying hard-an easy way to reduce bootup time, without
ware which is known not to be present on one’seven having to recompile the kernel.
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7 Reducing Probing Delays runtime use of IDE devices also.

Also, it may be that 5 milliseconds does not
As was noted on the test machine, IDE ini-represent the lowest possible value for this de-
tialization takes a significant percentage oflay. It is possible that this value will need to
the total bootup time. Almost all of this be tuned to match the hardware for a particular
time is spent busywaiting in the routim@e_  machine. This type of tuning may be accept-
delay_50ms() . able in the embedded space, where the hard-
ware configuration of a product may be fixed.
But it may be too risky to use in desktop con-
'figurations of Linux, where the hardware is not
known ahead of time.

It is trivial to modify the value of the time-

out used in this routine. As an experiment
this code (located in the fildrivers/ide/

ide.c )was modified to only delay 5 millisec-

onds instead of 50 milliseconds. More experimentation, testing and validation
: . .__are required before this technique should be
The results of this change were interesting, ,coq

When a kernel with this change was run on

the test machine, the total time for tiae_ IMPORTANT NOTE: You should probably not
init()  routine dropped from 3327 millisec- experiment with this modification on produc-
onds to 339 milliseconds. The total time spention hardware unless you have evaluated the
in all invocations ofide_delay 50ms() risks.

was reduced from 5471 milliseconds to 552

milliseconds. The overall bootup time was re- _ ) _

duced accordingly, by about 5 seconds. 8 Using the “quiet” Option

The ide devices were successfully detected _
ne non-obvious method to reduce overhead

and the devices operated without problem on-"" VIV _ )
during booting is to use thguiet option on

the test machine. However, this configuration : ' :
was not tested exhaustively. the kernel command line. This option changes

the loglevel to 4, which suppresses the output
Reducing the duration of the delay in tide of regular (non-emergency) printk messages.
delay_50ms() routine provides a substan- Even though the messages are not printed to
tial reduction in the overall bootup time for the the system console, they are still placed in the
kernel on a typical desktop system. It also hakernel printk buffer, and can be retrieved after
potential use in embedded systems where PCbootup using theimesg command.

based IDE drives are used. _ )
When embedded systems boot with a serial

However, there are several issues with thisonsole, the speed of printing the characters
modification that need to be resolved. Thisto the console is constrained by the speed of
change may not support legacy hardwardhe serial output. Also, depending on the
which requires long delays for proper probingdriver, some VGA console operations (such as
and initializing. The kernel code needs to bescrolling the screen) may be performed in soft-
analyzed to determine if any callers of this rou-ware. For slow processors, this may take a sig-
tine really need the 50 milliseconds of delaynificant amount of time. In either case, the cost
that they are requesting. Also, it should be deof performing output of printk messages during
termined whether this call is used only in ini- bootup may be high. But it is easily eliminated
tialization context or if it is used during regular using thequiet command line option.
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Table 5 shows the difference in bootup time ofSince the amount of un-synchronization is up
using thequiet option and not, for two dif- to a second per boot cycle, this drift can be
ferent systems (one with a serial console angignificant. However, for some embedded ap-
one with a VGA console). plications, this drift is unimportant. Also, in
some situations the system time may be syn-
chronized with an external source anyway, so

9 RTC Read Synchronization the drift, if any, is corrected under normal cir-
cumstances soon after booting.

One routine that potentially takes a long time
during kernel startup iget_cmos_time() . 10 User space Work
This routine is used to read the value of the ex-
ternal real-time clock (RTC) when the kernel

boots. Currently, this routine delays until theThere are a number of techniques currently

edge of the next second rollover, in order to €Mavailable or under development for user space

sure that the time value in the kernel is acc“rat%ootup time reductions. These techniques are
with respect to the RTC. (mostly) outside the scope of kernel develop-

However, this operation can take up to one fullMent, but may provide additional benefits for
second to complete, and thus introduces up t§educing overall bootup time for Linux sys-
1 second of variability in the total bootup time. t€MS.

For systems Whgre th? ta_r.get. bootup time is UN5ome of these techniques are mentioned briefly
der 1 second, this variability is unacceptable. in this section

The synchronization in this routine is easy
to remove. It can be eliminated by re-
moving the first two loops in the function
get_ cmos_time() , which is located in

include/asm-i386/mach-default/ ] . ) .
mach_time.h  for the i386 architecture. Sim- ©On€ technique for improving application

ilar routines are present in the kernel sourcét@tup speed is application XIP, which is sim-
tree for other architectures. ilar to the kernel XIP discussed in this paper.

To support application XIP the kernel must be
When the synchronization is removed, the roucompiled with a file system where files can be
tine completes very quickly. stored linearly (where the blocks for a file are

) ) ) S stored contiguously) and uncompressed. One
One tradeoff in making this modification is that ¢ system which supports this is CRAMFS

the time stored by the Linux kernel is no longer,in the LINEAR option turned on. This is a
completely synchronized (to the boundary of 3read-only file system.

second) with the time in the machine’s realtime

clock hardware. Some systems save the systeWith application XIP, when a program is ex-
time back out to the hardware clock on systenmecuted, the kernel program loader maps the
shutdown. After numerous bootups and shuttext segments for applications directly from the
downs, this lack of synchronization will cause flash memory of the file system. This saves the
the realtime clock value to drift from the cor- time required to load these segments into sys-
rect time value. tem RAM.

10.1 Application XIP
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Platform Speed | console| w/o quiet with quiet difference

type option option
SH-4 SH7751R 240 MHz | VGA 637 461 176
OMAP 1510 (ARM 9)| 168 MHz | serial 551 280 271

Note: Times are in milliseconds

Table 5: Bootup time with and without tlgpiiet  option

10.2 RC Script improvements milliseconds. The processor was a TI| OMAP
1510 processor, with an ARM9-based core,

Also, there are a number of projects whichrunning at 168 MHz.

strive to decrease total bootup time of a systerréome of the techniques used for reducing the

by parallelizing the ex:acutlon_ of }he SySte.mbootup time of embedded systems can also be
run-command scripts (“RC scripts”). There is .
sed for desktop or server systems. Often, it

a list of resources for some of these projects ar . . )
. o IS possible, with rather simple and small mod-
the following web site:

ifications, to decrease the bootup time of the
Linux kernel to only a few seconds. In the

desktop configuration of Linux presented here,
techniques from this paper were used to re-
duced the total bootup time from around 7 sec-
onds to around 1 second. This was with no

Also, there has been some research conductggss of functionality that the author could de-
in reducing the overhead of running RC scriptsiect (with limited testing).

This consists of modifying the multi-function
programbusybox to reduce the number and
cost of forks during RC script processing, andl2 Further Research
to optimize the usage of functions builtin to the

busyng program. Initial testing has shown a aq stated in the beginning of the paper, numer-
reductlon. from about 8 sgconds to 5 secondgus techniques can be employed to reduce the
for a particular set of Debian RC scrlpts_ on angyerall bootup time of Linux systems. Further
OMAP 1510 (ARM 9) processor, running at work continues or is needed in a number of ar-
168 MHz. eas

http://tree.celinuxforum.org/
pubwiki/moin.cgi/
BootupTimeWorkingGroup

11 Results 12.1 Concurrent Driver Init

By use of the some of the techniques menOne area of additional research that seems
tioned in this paper, as well as additional techpromising is to structure driver initializations
niques, Sony was able to boot a 2.4.20-basenh the kernel so that they can proceed in par-
Linux system, from power on to user space dis-allel. For some items, like IDE initialization,
play of a greeting image and sound playbackthere are large delays as buses and devices are
in 1.2 seconds. The time from power on to theprobed and initialized. The time spent in such
end of kernel initialization (first user space in- busywaits could potentially be used to perform
struction) in this configuration was about 110other startup tasks, concurrently with the ini-
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tializations waiting for hardware events to oc-of only performing fixups on demand as library
cur or time out. routines are called by a running program.

The big problem to be addressed with con-Additional research is needed with both of

current initialization is to identify what ker- these techniques to determine if they can pro-
nel startup activities can be allowed to occurvide benefit for current Linux systems.

in parallel. The kernel init sequence is already
a carefully ordered sequence of events to mak
sure that critical startup dependencies are o

served. Any system of concurrent driver ini-
tialization will have to provide a mechanism This paper is the result of work performed by
to guarantee sequencing of initialization taskgshe Bootup Time Working Group of the CE

13 Credits

which have order dependencies. Linux forum (of which the author is Chair).
| would like to thank developers at some of
12.2 Partial XIP CELF's member companies, including Hitachi,

Intel, Mitsubishi, MontaVista, Panasonic, and
Another possible area of further investiga-SONnY, Who contributed information or code

tion, which has already been mentioned, i¢/S€d inwriting this paper.
“partial XIP,” whereby the kernel is executed
mostlyin-place. Prototype code already exists
which demonstrates the mechanisms necessary
to move a subset of an XIP-configured kernel
into RAM, for faster code execution. The key
to making partial kernel XIP useful will be to
ensure correct identification (either statically or
dynamically) of the sections of kernel code that
need to be moved to RAM. Also, experimenta-
tion and testing need to be performed to deter-
mine the appropriate tradeoff between the size
of the RAM-based portion of the kernel, and
the effect on bootup time and system runtime
performance.

12.3 Pre-linking and Lazy Linking

Finally, research is needed into reducing the
time required to fixup links between programs
and their shared libraries.

Two systems that have been proposed and ex-
perimented with are pre-linking and lazy link-
ing. Pre-linking involves fixing the location in
virtual memory of the shared libraries for a sys-
tem, and performing fixups on the programs of
the system ahead of time. Lazy linking consists
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Abstract NUMA systems are sometimes measured with
a simple “NUMA factor” ratio of N:1—

NUMA is becoming more widespread in the meaning that the latency for a cache miss mem-

marketplace, used on many systems, small oty read from remote memory itimes the la-

large, particularly with the advent of AMD tency_for that from '°C"?" memory (f(_)r NUMA
Opteron systems. This paper will cover a Sum_maphlngs,N > 1).' W.h”St such a S|mple dg-
mary of the current state of NUMA, and future scnptor IS a'_[tractlve_, it can also be highly mis-

developments, encompassing the VM subsysI?.admg’ as it describes latency only,_not_band-
tem, scheduler, topology (CPU, memory, I/OW'dt.h’ on an unconten_ded bu; (which is not
layouts including complex non-uniform  lay- particularly relevant or interesting), and takes

outs), userspace interface APIs, and network® account of inter-node caches.

and disk I/O locality. It will take a broad-based The termnodeis normally used to describe a

approach, focusing on the challenges of Créadlyrouping of resources—e.g., CPUs, memory,
ing subsystems that work for all machines (in-3nd 1/0. On some systems, a node may con-
cluding AMD64, PPC64, IA-32, IA-64, etc.), tain only some types of resources (e.g., only

rather than just one architecture. memory, or only CPUs, or only 1/0); on oth-
ers it may contain all of them. The intercon-
1 What is a NUMA machine? nect between nodes may take many different

forms, but can be expected to be higher latency
than the connection within a node, and typi-
NUMA stands for non-uniform memory archi- cally lower bandwidth.
tecture. Typically this means that not all mem-
ory is the same “distance” from each CPU inProgramming for NUMA machines generally
the system, but also applies to other featureénplies focusing onlocality—the use of re-
such as 1/0 buses. The word “distance” in thissources close to the device in question, and
context is generally used to refer to both la-trying to reduce traffic between nodes; this
tency and bandwidth. Typically, NUMA ma- type of programming generally results in bet-

chines can access any resource in the systert€r application throughput. On some machines
just at different speeds. with high-speed cross-node interconnects, bet-
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ter performance may be derived under certairexactly like that; the older Sequent NUMA-
workloads by “striping” accesses across mul-Q hardware uses a standard 450NX 4 proces-
tiple nodes, rather than just using local re-sor chipset, with an SCI interconnect plugged
sources, in order to increase bandwidth. Whilsinto the system bus of each node to unify them,
it is easy to demonstrate a benchmark thaand pass traffic between them. The complex
shows improvement via this method, it is dif- part of the implementation is to ensure cache-
ficult to be sure that the concept is generallycoherency across the interconnect, and such
benefical (i.e., with the machine under full machines are often referred to @&-NUMA
load). (cache coherent NUMA). As accesses over the
interconnect are transparent, it is possible to
program such machines as if they were stan-
2 Why use a NUMA architectureto  dard SMP machines (though the performance
build a machine? will be poor). Indeed, this is exactly how the
NUMA-Q machines were first bootstrapped.

The intuitive approach to building a large ma-©Oftén, we are asked why people do not use
chine, with many processors and banks oflusters of smaller machines, instead of a large
memory, would be simply to scale up the typ_NUMA machine, as clusters are cheaper, sim-
ical 2—4 processor machine with all resource®!€r. and have a better price:performance ra-
attached to a shared system bus. However, rdl0. Unfortunately, it makes the programming

strictions of electronics and physics dictate thaPf @pplications much harder; all of the inter-

accesses slow as the length of the bus groWg’ommunication and load balancing now has to

and the bus is shared amongst more devices. be more explicit. Some large applications (e.g.,
database servers) do not split up across mul-

Rather than accept this global slowdown for atiple cluster nodes easily—in those situations,
larger machine, designers have chosen to inpeople often use NUMA machines. In addi-
stead give fast access to a limited set of location, the interconnect for NUMA boxes is nor-
resources, and reserve the slower access timesally very low latency, and very high band-
for remote resources. width, yielding excellent performance. The

. _ management of a single NUMA machine is
Historically, NUMA architectures have only 15 simpler than that of a whole cluster with
been used for larger machines (more than ‘llnultiple copies of the OS.

CPUs), but the advantages of NUMA have
been brought into the commodity marketplaceWe could either have the operating system
with the advent of AMD’s x86-64, which has make decisions about how to deal with the ar-
one CPU per node, and local memory for eaclthitecture of the machine on behalf of the user
processor. Linux supports NUMA machinesprocesses, or give the userspace application an
of every size from 2 CPUs upwards (e.g., SGIAPI to specify how such decisions are to be
have machines with 512 processors). made. It might seem, at first, that the userspace
application is in a better position to make such

It might help to envision the machine as ayecisions, but this has two major disadvan-
group of standard SMP machines, connectegl, .

by a very fast interconnect somewhat like a net-

work connection, except that the transfers over

that bus are transparent to the operating sys-1. Every application must be changed to sup-
tem. Indeed, some earlier systems were built  port NUMA machines, and may need to
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be revised when a new hardware platformpgdata_t is created for each node. Cur-

is released. rently we do not support discontiguous mem-
o _ ~ory within a node (though large gaps in the

2. Applications are not in a good position physical address space are acceptable between

to make global holistic decisions aboutygges). Thus we must still create page descrip-

machine resources, coordinate themselveg,; syryctures for “holes” in memory within a

with other applications, and balance deci-ngge (and then mark them invalid), which will

sions between them. waste memory (potentially a problem for large

holes).

Thus decisions on process, memory and I/q)ave McCracken has picked up Daniel
placement are normally best left to the operppjing' earlier work on a better data struc-

ating system, perhaps with some hints 1:romture for holding the page descriptors, called
userspace about which applications group tOCONFIG_NONLINEAR This will allow the

gether, or will use particular resources heaV”y'mapping of discontigous memory ranges in-
!Detalls of har_dware layout are pu_tln one placgside each node, and greatly simplify the ex-
in the operating system, and tuning and modi-

o ) isting code for discontiguous memory on non-
flcatlo.n of the necessary aIgerthms are doneNUM A machines.

once in that central location, instead of in ev-

ery application. In some circumstances, theCONFIG_NONLINEARolves the problem by
application or system administrator will want creating an artificial layer of linear addresses.
to override these decisions with explicit APIs, It does this by dividing the physical address
but this should be the exception, rather than thgpace into fixed size sections (akin to very
norm. large pages), then allocating an array to allow
translations from linear physical address to true
physical address. This added level of indirec-
tion allows memory with widely differing true
physical addresses to appear adjacent to the
In order to manage memory, Linux requirespage allocator and to be in the same zone, with
a page descriptor structuretuct page ) a single struct page array to describe them. It
for each physical page of memory present inalso provides support for memory hotplug by
the system. This consumes approximately 1%allowing new physical memory to be added to
of the memory managed (assuming 4K pagen existing zone and struct page array.

size), and the structures are grouped into an ar-

ray calledmem_map For NUMA machines, Linux normally aIIoc.ates memory for a process
there is a separate array for each node, calle@n the local node, i.e., the node that the pro-
Imem_map. Themem_mapandimem_map  C€SS is currently running oralloc_pages

arrays are simple contiguous data structures a@¥ill call alloc_pages_node  for the cur-
cessed in a linear fashion by their offset fromf€nt processor’s node, which will pass the rele-

3 Linux NUMA Memory Support

the beginning of the node. This means that th&ant zonelist fgdat->node_zonelists )
memory controlled by them is assumed to bd© the core allocator (_alloc_pages ). The
physically contiguous. zonelists are built bybuild_zonelists ,

and are set up to allocate memory in a round-
NUMA memory support is enabled Dby robin fashion, starting from the local node (this
CONFIG_DISCONTIGMEMand CONFIG_ creates a roughly even distribution of memory
NUMA A node descriptor called atruct
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pressure). radix tree. As soon as any mapping is opened
. ) _ for write, the replication is collapsed, making
In the mte_rest of reducing cross-node traﬁlc,it safe. The patch gives a 5%-40% increase in
and reducing memory access latency for fréyeformance, depending on the workload.
guently accessed data and text, it is desirable
to replicate any such memory that is read-onlyin the 2.6 Linux kernel, we have a per-node
to each node, and use the local copy on any ad-RU for page management and a per-node
cesses, rather than a remote copy. The obviousRU lock, in place of the global structures
candidates for such replication are the kerneénd locks of 2.4. Not only does this reduce
text itself, and the text of shared libraries suchcontention through finer grained locking, it
as libc. Of course, this faster access comealso means we do not have to search other
at the price of increased memory usage, buhodes’ page lists to free up pages on one node
this is rarely a problem on large NUMA ma- which is under memory pressure. Moreover,
chines. Whilst it might be technically possible we get much better locality, as only the lo-
to replicate read/write mappings, this is com-cal kswapd process is accessing that node’s
plex, of dubious utility, and is unlikely to be pages. Before splitting the LRU into per-node
implemented. lists, we were spending 50% of the system time
_ _ during a kernel compile just spinning wait-
Kernel text is assumed by the kernel itself toing forpagemap_Iru_lock  (which was the

appear at a fixed virtual address, and to Changﬁiggest global VM lock at the time). Con-
this would be problematic. Hence the easiesfantion for thepagemap_Iru_lock  is now

way to replicate it is to change the virtual to 5 small it is not measurable.

physical mappings for each node to point at a

different address. On 1A-64, this is easy, since

the CPU provides hardware assistance in thd Sched Domains—a Topology-

form of a pinned TLB entry. aware Scheduler

On other architectures this proves more diffi-

cult, and would depend on the structure of thel he previous Linux scheduler, the O(1) sched-

pagetables. On 1A-32 with PAE enabled, asuler, provided some needed improvements to

long as the user-kernel split is aligned on athe 2.4 scheduler, but shows its age as more

PMD boundary, we can have a separate kercomplex system topologies become more and

nel PMD for each node, and point the vmallocmore common.  With technologies such as

area (which uses small page mappings) back ty UMA, Symmetric Multi-Threading (SMT),

a globally shared set of PTE pages. The pMpRnd variations and combinations of these, the

entries for theZ ONE_NORMAdreas normally need for a more flexible mechanism to model

never change, so this is not an issue, thougRYStém topology is evident.

there is an issue withoremap_nocache _

that can change them (GART trips over this)4-1 Overview

and speculative execution means that we will

have to deal with that (this can be a slow-pathn answer to this concern, the mainline 2.6

that updates all copies of the PMDs though). tree (linux-2.6.7-rc1 at the time of this writing)
contains an updated scheduler with support for

Dave Hansen has created a patch to replica[generic CPU topologies with a data structure,
read only pagecache data, by adding a per-nodgy,ct sched_domain . that models the

data structure to each node of the pagecachgchitecture and defines scheduling policies.
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Simply speaking, sched domains group CPUs Physical CPU Domain
together in a hierarchy that mimics that of the v o1 sl crU.25
physical hardware. Since CPUs at the bot- [ “ ]
tom of the hierarchy are most closely related f f

(in terms of memory access), the new sched- Sibling Domain Sibling Domain

uler performs load balancing most often at the
. . . CPU: 0 —» CPU: 1 CPU: 2 —» CPU: 3

lower domains, with decreasing frequency at |[” 11T ]

each higher level.

Consider the case of a machine with two SMT Figure 1. SMT Domains

CPUs. Each CPU contains a pair of virtual
CPU siblings which share a cache and the core
processor. The machine itself has two phySiIiI that CPU is available to take advantage of

cal CPUs which share main memory. In suchcache warmth. If the only available CPU is
a situation, treating each of the four effectiveOn another node, the scheduler must carefully
CPUs the same would not result in the bestveigh the costs of migrating that task to an-
possible performance. With only two tasks,other node, where access to its memory will
for example, the scheduler should place on®e slower. The lowest level sched domains in
on CPUO and one on CPU2, and not on thet machine like this will contain the two pro-
two virtual CPUs of the same physical CPU.C€SS0rs of each node. These two CPU level
When running several tasks it seems natural t§omains each point to a parent domain which
try to place newly ready tasks on the CPU theycontains the two nodes. Figure 2 illustrates this
last ran on (hoping to take advantage of cach8ierarchy.
warmth). However, virtual CPU siblings share

a cache; a task that was running on CPUO,

Node Domain

then blocked, and became ready when CPUO |—> CPU:0,1 —»| CPU:23 N
was running another task and CPU1 was idle,
would ideally be placed on CPU1. Sched do- t 1

Physical CPU Domain Physical CPU Domain

mains provide the structures needed to realize
these sorts of policies. With sched domains, |_> CPU:0 —b{ CPU: 1 |_> CPU: 2 —b{ CPU: 3
each physical CPU represents a domain con- T —|
taining the pair of virtual siblings, each repre-

sented in asched_group structure. These Figure 2: NUMA Domains

two domains both point to a parent domain
which contains all four effective processors in
two sched_group structures, each contain-
ing a pair of virtual siblings. Figure 1 illus-
trates this hierarchy.

The next logical step is to consider an SMT
NUMA machine. By combining the previous
two examples, the resulting sched domain hier-
archy has three levels, sibling domains, physi-
Next consider a two-node NUMA machine cal CPU domains, and the node domain. Fig-
with two processors per node. In this exampleure 3 illustrates this hierarchy.

there are no virtual sibling CPUs, and there-

fore no shared caches. When a task becoméed'€ unique AMD Opteron architecture war-

ready and the processor it last ran on is busy/@NtS mentioning here as it creates a NUMA

the scheduler needs to consider waiting unSYStem on asingle physical board. In this case,

however, each NUMA node contains only one
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Node Domain

|—P CPU:0,1,2,3 —» CPU:45,6,7 —|

Physical CPU Domain Physical CPU Domain

’—b CPU:0,1 —»| CPU:23 —| |—> CPU:4,5 —»| CPU:67 —l
f f f f

Sibling Domain Sibling Domain Sibling Domain Sibling Domain

|—> CPU:0 | CPU:1 —| I—P CPU:2 —» CPU: 3 —-| |—-> CPU:4 —» CPU:5 ——| |——> CPU:6 —» CPU: 7 —|

Figure 3: SMT NUMA Domains

physical CPU. Without careful considerationin each element of the groups list. The remain-
of this property, a typical NUMA sched do- ing fields define the scheduling policy to be fol-
mains hierarchy would perform badly, trying lowed while dealing with that domain, see Sec-
to load balance single CPU nodes often (an obtion 4.2.2.

vious waste of cycles) and between node do-

mains only rarely (also bad since these actuallyyVhile the hierarchy may seem simple, the de-
represent the physical CPUS). tails of its construction and resulting tree struc-

tures are not. For performance reasons, the
domain hierarchy is built on a per-CPU basis,
meaning each CPU has a unique instance of
each domain in the path from the base domain
4.2.1 Structure to the highest level domain. These duplicate
structures do share tleghed _group struc-
The sched_domain structure stores pol- tures however. The resulting tree is difficult to
icy parameters and flags and, along withdiagram, but resembles Figure 5 for the ma-
the sched_group structure, is the primary chine with two SMT CPUs discussed earlier.

building block in the domain hierarchy. Fig- _ _
ure 4 describes these structures. Sheed  IN accordance with common practice, each

domain structure is constructed into an up- rchitecture may specify the construction of
wardly traversable tree via the parent pointerth® sched domains hierarchy and the pa-
the top level domain setting parent to NULL. rameters and flags defining the various poli-
The groups list is a circular list of afched_ Ci€S- At the time of this writing, only i386
group structures which essentially define the@nd Ppc64 defined custom construction rou-
CPUs in each child domain and the relativelines. Both architectures provide for SMT
power of that group of CPUs (two physical PrOCESSOrs and NUMA configurations. With-
CPUs are more powerful than one SMT CPU).0ut an architecture-specific routine, the kernel
The span member is simply a bit vector with aUSes the defaultimplementationssehed.c

1 for every CPU encompassed by that domairf?hich do take NUMA into account.

and is always the union of the bit vector stored

4.2 Sched Domains Implementation
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struct sched_domain {
/* These fields must be setup */

struct sched_domain *parent; /* top domain must be null terminated */
struct sched_group *groups; /* the balancing groups of the domain */
cpumask_t span; /* span of all CPUs in this domain */
unsigned long min_interval; /* Minimum balance interval ms */
unsigned long max_interval; /* Maximum balance interval ms */
unsigned int busy_factor; /* less balancing by factor if busy */
unsigned int imbalance_pct; /* No balance until over watermark */
unsigned long long cache_hot_time; /* Task considered cache hot (ns) */
unsigned int cache_nice_tries; /* Leave cache hot tasks for # tries */
unsigned int per_cpu_gain; /* CPU % gained by adding domain cpus */
int flags; /* See SD_* */

/* Runtime fields. */

unsigned long last_balance; /* init to jiffies. units in jiffies */

unsigned int balance_interval; /* initialise to 1. units in ms. */

unsigned int nr_balance_failed; /* initialise to 0 */

h

struct sched_group {
struct sched_group *next; /* Must be a circular list */
cpumask_t cpumask;
unsigned long cpu_power;

Figure 4: Sched Domains Structures

4.2.2 Policy scheduler will give full physical CPU ac-
cess to a high priority task by idling the

The new scheduler attempts to keep the sys\fIrtual sibling CPU), and a few common

tem load as balanced as possible by running ref[ags SD_BALANCE_EXECSD_BALANCE_

balance code when tasks change state or mallgéLC)lNE anc_l SD—WAKE,[—Alt:hFlNi The Inegéu
specific system calls, we will call thisvent evel comain represents the pnysica S

balancing and at specified intervals measurecl""nd V\;'rlll T‘Ot setSD_WAKE _IDtI)_ Elslnc_e cache
in jiffies, calledactive balancing Tasks must warmih 1S a concern when balancing across

do something for event balancing to take placefl)_zys'gal CPUSHEOStﬁé%HCVii_EC F|)3L,JA\P|_2\|\/1VCE§
while active balancing occurs independent of IS domain adads — —

any task. flag to compensate for the removal 8D _
WAKE_IDLE As discussed earlier, an SMT
Event balance policy is defined in eachNUMA system will have these two domains
sched_domain structure by setting a com- and another node-level domain. This do-
bination of the #defines of figure 6 in the flagsmain removes thesSD_BALANCE_NEWIDLE
member. and SD_WAKE_AFFINEflags, resulting in
far fewer balancing across nodes than within
To define the policy outlined for the dual SMT nodes. When one of these events occurs, the
processor machine in Section 4.1, the low-scheduler search up the domain hierarchy and

est level domains would s&8D_BALANCE_  performs the load balancing at the highest level
NEWIDLEand SD_WAKE_IDLE(as there is  domain with the corresponding flag set.

no cache penalty for running on a differ-

ent sibling within the same physical CPU), Active balancing is fairly straightforward and
SD_SHARE_CPUPOWER indicate to the aidsin preventing CPU-hungry tasks from hog-
scheduler that this is an SMT processor (theding a processor, since these tasks may only
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#define SD_BALANCE_NEWIDLE 1 /* Balance when about to become idle */

#define SD_BALANCE_EXEC 2 /* Balance on exec */

#define SD_BALANCE_CLONE 4 [* Balance on clone */

#define SD_WAKE_IDLE 8 [* Wake to idle CPU on task wakeup */
#define SD_WAKE_AFFINE 16 /* Wake task to waking CPU */

#define SD_WAKE_BALANCE 32 /* Perform balancing at task wakeup */

#define SD_SHARE_CPUPOWER 64 /* Domain members share cpu power */

Figure 6: Sched Domains Policies

Physical CPU Domain 4.3 Conclusions and Future Work
CPU O
A ‘ PRysigar CPU Domain
4 A\ 4 ¢ Kernbench Results
2.6.6 (O(1) scheduler) vs. 2.6.6-mm3 (sched domains)
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Figure 7: Kernbench Results
CPUO : CPU1 CPU2 | CPU3
Per CPU Base Domain Pointers To compare the O(1) scheduler of mainline
with the sched domains implementation in the
Figure 5: Per CPU Domains mm tree, we ran kernbench (with the option

to make setto 8, 16, and 32) ona 16 CPU SMT
machine (32 virtual CPUSs) on linux-2.6.6 and
linux-2.6.6-mm3 (the latest tree with sched do-
mains at the time of the benchmark) with and
rarely trigger event balancing. At each re-without CONFIG_SCHED_SMé&nabled. The
balance tick, the scheduler starts at the lowfesults are displayed in Figure 7. The O(1)
est level domain and works its way up, check-scheduler evenly distributed compile tasks ac-
ing the balance_interval and last_ cross virtual CPUs, forcing tasks to share cache
balance fields to determine if that domain and computational units between virtual sib-
should be balanced. If the domain is alreadyling CPUs. The sched domains implementa-
busy, thebalance_interval is adjusted tion with CONFIG_SCHED_SMédnabled bal-
using thebusy factor  field. Other fields anced the load accross physical CPUs, making
define how out of balance a node must be befar better use of CPU resources when running
fore rebalancing can occur, as well as somdewer tasks than CPUs (as in the j8 case) since
sane limits on cache hot time and min and maxeach compile task would have exclusive access
balancing intervals. As with the flags for eventto the physical CPU. Surprisingly, sched do-
balancing, the active balancing parameters armains (which would seem to have more over-
defined to perform less balancing at higher dohead than the mainline scheduler) even showed
mains in the hierarchy. improvement for the j32 case, where it doesn’t
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benefit from balancing across physical CPUS NUMA API

before virtual CPUs as there are more tasks

than virtual CPUs. Considering the sched do- :

o . . 5.1 Introduction

mains implementation has not been heavily

tested or tweaked for performance, some fine

tuning is sure to further improve performance. One of the biggest impediments to the ac-
, ceptance of a NUMA API for Linux was a

The sched domains structures replace the eXacy of understanding of what its potential uses

panding set of#ifdefs  of the O(1) sched- ,h4 ysers would be. There are two schools

uler, which should improve readability and ¢ thought when it comes to writing NUMA

maintainability. Unfortunately, the per CPU . 4o 0one says that the OS should take care

nature of the domain construction results in a;¢ 51| the NUMA details, hide the NUMA-

non-intuitive structure that is difficult to work .cs of the underlying hardware in the ker-

with. For example, it is natural to discuss theo| and allow userspace applications to pre-

policy defined at “the” top level domain; un- (anq that it's a regular SMP machine. Linux

fortunately there arélR_CPUSop level do-  jqeq this by having a process scheduler and

mains and, since they are self-adjusting, eacj \/\i\v that make intelligent decisions based

one could conceivably have a different set of ., the hardware topology presented by arch-

flags and parameters. Depending on whichyyeific code. The other way to handle NUMA

CPU the _schedu_lerwas running on, it cogld be'programming is to provide as much detail as
have radically differently. As an extension of

_ . ossible about the system to userspace and
this research, an effort to analyze the impact of ||, applications to exploit the hardware to

a unifieq sched domains hier.archy is neededyq fllest by giving scheduling hints, mem.-
one which only creates one instance of eacra)ry placement directives, etc., and the NUMA

domain. API for Linux handles this. Many applications,

Sched domains provides a needed structurdarticularly larger applications with many con-

change to the way the Linux scheduler viewscurrent threads of execution, cannot fully uti-

modern architectures, and provides the pallZ€ @ NUMA machine with the default sched-
g]er and VM behavior. Take, for example, a

rameters needed to create complex schedulin e )
policies that cater to the strengths and weakdatabase application that uses a large region of

nesses of these systems. Currently only i3g§"ared memory and many threads. This appli-

and ppc64 machines benefit from arch specifi&aﬂon may have a startup thread that initializes

construction routines; others must now stegh€ €nvironment, sets up the shared memory
forward and fill in the construction and param-€91on, and forks off the worker threads. The
eter setting routines for their architecture ofdefault behavior of Linux's VM for NUMA is

choice. There is still plenty of fine tuning and 1© Pring pages into memory on the node that

performance tweaking to be done. faultec! them in. This behavior for our hy-
pothetical app would mean that many pages
would get faulted in by the startup thread on
the node it is executing on, not necessarily on
the node containing the processes that will ac-
tually use these pages. Also, the forked worker
threads would get spread around by the sched-
uler to be balanced across all the nodes and
their CPUs, but with no guarantees as to which



98 ¢ Linux Symposium 2004 ¢ Volume One

threads would be associated with which nodescies are not persistent over swapping, however
The NUMA API and scheduler affinity syscalls per-VMA policies are. Please also note that
allow this application to specify that its threadsnone of the policies will migrate existing (al-
be pinned to particular CPUs and that its mem+eady allocated) pages to match the binding.
ory be placed on particular nodes. The appli- _ ) _

cation knows which threads will be working Th€ actual implementation of the in-kernel
with which regions of memory, and is better POlicies uses atruct mempolicy  that is

equipped than the kernel to make those deci?ung off thestruct vm_area_struct _
sions. This choice involves some tradeoffs. The first

is that, previous to the NUMA API, the per-
The Linux NUMA API allows applications VMA structure was exactly 32 bytes on 32-
to give regions of their own virtual memory bit architectures, meaning that multiplen_
space specific allocation behaviors, called poliarea_struct s would fit conveniently in a
cies. Currently there are four supported poli-single cacheline. The structure is now a lit-
cies: PREFERRED, BIND, INTERLEAVE, tle larger, but this allowed us to achieve a per-
and DEFAULT. The DEFAULT policy is the VMA granularity to policied regions. This is
simplest, and tells the VMM to do what it important in that it is flexible enough to bind
would normally do (ie: pre-NUMA API) for a single page, a whole library, or a whole pro-
pages in the policied region, and fault themcess’ memory. This choice did lead to a sec-
in from the local node. This policy applies ond obstacle, however, which was for shared
to all regions, but is overridden if an appli- memory regions. For shared memory regions,
cation requests a different policy. The PRE-we really want the policy to be shared amongst
FERRED policy allows an application to spec-all processes sharing the memory, but VMAS
ify one node that all pages in the policied re-are not shared across separate tasks. The solu-
gion should come from. However, if the spec-tion that was implemented to work around this
ified node has no available pages, the PREwas to create a red-black tree of “shared pol-
FERRED policy allows allocation to fall back icy nodes” for shared memory regions. Due
to any other node in the system. The BINDto this, calls were added to tlven_ops struc-
policy allows applications to pass in a node-ture which allow the kernel to check if a shared
mask, a bitmap of nodes, that the VM is re-region has any policies and to easily retrieve
quired to use when faulting in pages from a rethese shared policies.
gion. The fourth policy type, INTERLEAVE,
again requires applications to pass in a nodes.2 Syscall Entry Points
mask, but with the INTERLEAVE policy, the

nodemask is used to ensure pages are faulted]. sys mbind(unsigned long start, unsigned

in in a round-robin fashion from the nodes long len, unsigned long mode, unsigned
in the nodemask. As with the PREFERRED long *nmask, unsigned long maxnode,
policy, the INTERLEAVE policy allows page unsigned flags);

allocation to fall back to other nodes if nec-
essary. In addition to allowing a process to
policy a specific region of its VM space, the
NUMA API also allows a process to policy
its entire VM space with a process-wide pol-
icy, which is set with a different syscalet_
mempolicy() . Note that process-wide poli-

Bind the region of memonyjstart,
start+len) according tomode and
flags on the nodes enumerated in
nmask and having a maximum possible
node number omaxnode.

2. sys_set_mempolicy(int mode, unsigned
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long *nmask, unsigned long maxnode); 5.4 AtPage Fault Time

Bind the entire address space of the cur-

rent process according tmode on the There are now several new and differ-
nodes enumerated inmask and hav- ent flavors ofalloc_pages() style func-
ing a maximum possible node number oftions. Previous to the NUMA API, there
maxnode. existedalloc_page() , alloc_pages()

o , and alloc_pages_node() . Without go-
3. sys_get_mempolicy(int *policy, unsigned ing into too much detail,alloc_page()

long *nmask, unsigned long maxnode, 5 alioc_pages()  both calledalloc
unsigned long addr, unsigned long flags); ,ages node()  with the current node id as
Return the current binding’s mode in an argumentalloc_pages_node() allo-
policy and node enumeration in cated2°7?" pages from a specific node, and
nmask based on themaxnode, addr , was the only caller to theeal page allocator,
andflags passed in. __alloc_pages()

In addition to the raw syscalls discussed above,
there is a user-level library called “libnuma”
that attempts to present a more cohesive inter-
face to the NUMA API, topology, and sched-
uler affinity functionality. This, however, is
documented elsewhere.

alloc_page() alloc_pages|()

5.3 Atmbind() Time
alloc_pages_node()

After argument validation, the passed-in list of
nodes is checked to make sure they are all on-
line. If the node listis ok, a new memory policy
structure is allocated and populated with the
binding details. Next, the given address range
is checked to make sure the vma’s for the re-
gion are present and correct. If the region is ok,
we proceed to actually install the new policy
into all the vma'’s in that range. For most types Figure 8: oldalloc_pages

of virtual memory regions, this involves simply

pointing thevma->vm_policy  to the newly

allocated memory policy structure. For sharedWith the introduction of the NUMA API, non-
memory, hugetlbfs, and tmpfs, however, itsNUMA kernels still retain the oldalloc_
not quite this simple. In the case of a memorypage*() routines, but the NUMA alloca-
policy for a shared segment, a red-black tregors have changealloc_pages node()

root node is created, if it doesn't already exist,and __alloc_pages() , the core routines
to represent the shared memory segment angmain untouched, but all calls talloc_

is populated with “shared policy nodes.” This page() /alloc_pages() now end up call-
allows a user to bind a single shared memoryng alloc_pages_current() , a new
segment with multiple different bindings. function.

__alloc_pages()
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There has also been the addition6 Legal statement
of two new page allocation func-

tions: .alloc_page_vma() and  This work represents the view of the authors, and
alloc_page_interleave() - does not necessarily represent the view of IBM.
alloc_pages_current() checks that the

system is not currentlyn_interrupt() ,  IBM, NUMA-Q and Sequent are registerd trade-
and if it isn't, uses the current pro- marks of International Business Machines Corpo-
cess’'s process policy for allocation. If ration in the United States, other contries, or both.
the system is currently in interrupt con- Other company, product, or service names may be
text, alloc_pages_current() falls trademarks of service names of others.

back to the old default allocation scheme.

alloc_page_interleave() allocates

pages from regions that are bound with anREferences

interleave policy, and is broken out separately
because there are some statistics kept fo[lLW )
interleaved regions. alloc_page_vma() htp://wn.net/Articles/

is a new allocator that allocates only sin- 80911/

gle pages based on a per-vma policy. Thgmm2] Linux 2.6.6-rc2/mm2 sourcettp:
alloc_page_vma() function is the only Ilwww.kernel.org

one of the new allocator functions that must be

called explicity, so you will notice that some

calls toalloc_pages() have been replaced

by calls toalloc_page vmal() throughout

the kernel, as necessary.

N] LWN Editor, “Scheduling Domains,”

5.5 Problems/Future Work

There is no checking that the nodes re-
guested are online at page fault time, so in-
teractions with hotpluggable CPUs/memory
will be tricky. There is an asymmetry be-
tween how you bind a memory region and
a whole process’s memory: One call takes
a flags argument, and one doesnt. Also
the maxnode argument is a bit strange,
the get/set_affinity calls take a number of
bytes to be read/written instead of a max-
imum CPU number. Thealloc_page
interleave() function could be dropped if
we were willing to forgo the statistics that are
kept for interleaved regions. Again, a lack of
symmetry exists because other types of poli-
cies aren't tracked in any way.
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Both UP/SMP & NUMA

alloc_page_vmay) alloc_page()

UP/SMP only

ey, A l

, \ alloc_pages()
— \/ - -
alloc_pages_current() \ :
A 4
N ! \ I d
\ ~ , \ alloc_pages_node()

_ alloc_pages()

Figure 9: newalloc_pages
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Improving Kernel Performance by Unmapping the
Page Cache

James Bottomley
SteelEye Technology, Inc.
James.Bottomley@ SteelEye.com

Abstract that have virtually indexed caches) and the ker-
nel has quite a large unmapped area for use in

kmapping highmem pages (for x86).
The current DMA API is written on the found- pping g pages ( )

ing assumption that the coherency is being
done between the device and kernel virtual add  Introduction
dresses. We have a different API for coherency

between the kernel and userspace. The upshot : .
is that every Process I/O must be flushed twicei:)n the Linux kernel there are two addressing

Once to make the user coherent with the keme?paces: memory physical which is the Iocathn
. In the actual memory subsystem and CPU vir-
and once to make the kernel coherent with th

device. Additionally, having to map all pages I\L/Ijzlr’\awzlrzgrﬁ Srr:itaﬁ/ldl\r/leus Strtgr?sg:ez fol\g?nrg?g
for 1/0O places considerable resource pressure ger ( . ) .
on x86 (where any highmem page must be se ory physical address internally. The Linux ker-
arately mapped) yhig pag nel operates completely in CPU virtual space,

keeping separate virtual spaces for the kernel

We present a different paradigm: Assume tha@nd each of the current user processes. How-
by and large, read/write data is only requiredever, the kernel also has to manage the map-
by a single entity (the major consumers of largePings between physical and virtual spaces, and
multiply shared mappings are libraries, whichto do that it keeps track of where the physical
are read only) and optimise the 1/O path for thispages of memory currently are.

case. This means that any other shared cor?
sumers of the data (including the kernel) must
separately map it themselves. The DMA AP
would be changed to perform coherence to the

preferred address space (which could be the ZONE_DMAA historical region where

kernel). This is a slight paradigm shift, because ISA DMAable memory is allocated from
now devices that need to peek at the datamay 5., vg6 this is all memory under 16MB '

have to map it first. Further, to free up more

space for this mapping, we would break the as- , ;oNE NORMAIThis is where normally

sumption that any page in ZONE_NORMAL allocated kernel memory goes. Where
is automatically mapped into kernel space.

n the Linux kernel, memory is split into zones
n memory physical space:

. . 1This is not quite true, there are kernels for proces-
The benefits are that 1/0 goes straight fromsors without memory management units, but these are
the device into the user space (for processorgery specialised and won't be considered further
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this zone ends depends on the architecat around 850kb on most x86 boxes. Since

ture. However, all memory in this zone the kernel must also manage the mappings for

is mapped in kernel space (visible to theevery user process (and these mappings must

kernel). be memory resident), the larger the physical

. memory of the kernel becomes, the less of

* ZONE_HIGHMEMis is where the_ r(_ast_ ZONE_NORMAbecomes available to the ker-

of thle.memory goes. Its characteristic IS el. On a 64GB x86 box, the usable mem-
that itis not mapped in kern_el space (t.husory becomes minuscule and has lead to the
the k(_erne_l cannot access it without f'rStproposaI[Z] to use a 4G/4G split and just ac-
mapping it). cept the TLB flushing penalty.

1.1 The x86 and Highmem
1.2 Non-x86 and Virtual Indexing

The main reason for the existence ONE_

HIGHMEMs a peculiar quirk on the x86 pro- \jost other architectures are rather better im-

cessor which makes it rather expensive to haVBIemented and are able to cope easily with sep-
different page table mappings between the kery a6 virtual spaces for the user and the ker-

nel and user space. The root of the problenyg yithout imposing a performance penalty
is that the x86 can only keep one set of physiy nsitioning from one virtual address space to
cal to virtual mappings on-hand at once. SinC&ngther. However, there are other problems

the kernel and the processes occupy differeny,e kernel's penchant for keeping all memory
virtual mappings, the TLB context would have 55ned causes, notably with Virtual Indexing.
to be switched not only when the processor

changes current user tasks, but also when théirtual Indexing[3] (VI) means that the CPU
current user task calls on the kernel to percache keeps its data indexed by virtual address
form an operation on its behalf. The time taken(rather than by physical address like the x86
to change mappings, called the TLB flushingdoes). The problem this causes is that if multi-
penalty, contributes to a degradation in procesple virtual address spaces have the same physi-
performance and has been measured at arourdl address mapped, but at different virtual ad-
30%[1]. To avoid this penalty, the Kernel and dresses then the cache may contain duplicate
user spaces share a partitioned virtual addresmtries, called aliases. Managing these aliases
space so that the kernel is actually mapped intbecomes impossible if there are multiple ones
user space (although protected from user adghat become dirty.

cess) and vice versa. ) ] _
Most VI architectures find a solution to the

The upshot of this is that the x86 userspacenmultiple cache line problem by having a “con-
is divided 3GB/1GB with the virtual ad- gruence modulus” meaning that if two virtual
dress range 0x00000000-0xbfffffff addresses are equal modulo this congruence
being available for the user process andusually a value around 4MB) then the cache
0xc0000000-0xffffffff being reserved will detect the aliasing and keep only a single
for the kernel. copy of the data that will be seen by all the vir-

] . tual addresses.
The problem, for the kernel, is that it now only

has 1GB of virtual address to play witticlud-  The problems arise because, although archi-
ing all memory mapped I/O regions. The re-tectures go to great lengths to make sure all
sult being thaZONE_NORMAA&ctually ends user mappings are congruent, because the ker-
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nel memory is always mapped, it is highly un-a request to read or write. However, if the pro-
likely that any given kernel page would be con-cessor indexes the caches virtually, it will have
gruent to a user page. no idea whether it is caching this physical ad-
dress or not. Therefore, in order to give the
1.3 The solution: UnmappingZONE_NORMAL processor an idea of where in the cache the data
might be, the DMA engines on VI architectures

It has already been pointed out[4] that x86also present a virtual index (called the “coher-
could recover some of its preciolONE_ ence index”) along with the physical address.
NORMAIlspace simply by moving page table

entries into unmapped highmem space. HOW» 1 coherence Indices and DMA

ever, the penalty of having to map and unmap

the page table entries to modify them turned
out to be unacceptable. The Coherence Index is computed by the pro-

cessor on a per page basis, and is used to iden-
The solution, though, remains valid. Theretify the line in the cache belonging to the phys-
are many pages of data currently ZDNE_ ical address the DMA is using.
NORMALhat the kernel doesn’t ordinarily use.
If these could be unmapped and their Vir-one will notice that this means the coherence
tual address space given up then the x86 kefhdex must be computed @veryDMA trans-

nel wouldn't be facing quite such a memory action for aparticular address space (although,
crunch. if all the addresses are congruent, one may sim-

_ ply pick any one). Since, at the time the dma
For_VI architectures, the problems stem frommapping is done, the only virtual address the
having unallocated kernel memory alreadykernel knows about is the kernel virtual ad-

mapped. If we could keep the majority of ker- dress, it means that DMA is always done co-
nel memory unmapped, and map it only whenherently with the kernel.

we really need to use it, then we would stand
a very good chance of being able to map thén turn, since the kernel address is pretty much

memory congruently even in kernel space. ~ notcongruent with any user address, before the
DMA is signalled as being completed to the

The solution this paper will explore is that of yser process, the kernel mapping and the user
keeping the majority of kernel memory un- mappings must likewise be made coherent (us-
mapped, mapping it only when it is used. ing theflush_dcache_page() function).
However, since the majority of DMA transac-
tions occur oruserdata in which the kernel has
no interest, the extra flush is simply an unnec-

o ) essary performance penalty.
As well as the aliasing problem, VI architec-

tures also have issues with 1/0O coherency o his performance penalty would be eliminated
DMA. The essence of the problem stems fromif either we knew that the designated kernel ad-
the fact that in order to make a device ac-dress was congruent to all the user addresses
cess to physical memory coherent, any cacher we didn’t bother to map the DMA region
lines that the processor is holding need to bento kernel space and simply computed the co-
flushed/invalidates as part of the DMA trans-herence index from a given user process. The
action. In order to do DMA, a device simply latter would be preferable from a performance
presents a physical address to the system withoint of view since it eliminates an unneces-

2 A closer look at Virtual Indexing
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sary map and unmap. space process, since the address translations
are destroyetleforethe page is finally freed.

2.2 Other Issues with Non-Congruence

3 Kernel Virtual Space
On the parisc architecture, there is an architec-
tural requirement that we don’t simultaneously lthough the kernel is nominally mapped in
enable multiple read and write translations Ofie same way the user process is (and can the-
a npn-congruent addr_ess. we can either enab etically be fragmented in physical space), in
a single write translation or multiple read (bUtfact it is usually offset mapped. This means
no write) translations. With the current mannery, . is 4 simple mathematical relation be-
of kernel operation, this is almost impossible,[Ween the physical and virtual addresses:
to satisfy without going to enormous lengths in

our page translation and fault routines to work
around the issues. virtual = physical + ___PAGE_OFFSET

Previously, we were able to get away with

ignoring this restriction because the machineOlefineol quantity. This type of mapping makes

would only detect it if we allowed multiple . :
) : : . it very easy to calculate virtual addresses from
aliases to become dirty (something Linux never ; . : .
) . physical ones and vice versa without having to
does). However, in the next generation sys-

tems, this condition will be detected when itgo o all the bother (and CPU time) of having

occurs. Thus, addressing it has become critiEO look them up in the kernel page tables.

cal to providing a bootable kernel on these new,
machines.

where _ PAGE_OFFSETis an architecture

.1 Moving away from Offset Mapping

Thus, as well as being a simple performancéhere’s another wrinkle on some architectures
enhancement, removing non-congruence ban that if an interruption occurs, the CPU
comes vital to keeping the kernel booting onturns off virtual addressing to begin process-

next generation machines. ing it. This means that the kernel needs to
save the various registers and turn virtual ad-
2.3 VIPTvs VIVT dressing back on, all in physical space. If

it's no longer a simple matter of subtracting
__ PAGE_OFFSETo get the kernel stack for

This topic is covered comprehensively in [3]. : :
: . the process, then extra time will be consumed
However, there is a problem in VIPT caches,.

namely that if we are reusing the virtual ag. ! the critical path doing potentially cache cold

dress in kernel space, we must flush the propage table lookups.

cessor’s cache for that page on this re-use ot
erwise it may fall victim to stale cache refer-
ences that were left over from a prior use.

h§.2 Keeping track of Mapped pages

In general, when mapping a page we will ei-
Flushing a VIPT cache is easier said than donether require that it goes in the first available
since in order to flush, a valid translation mustslot (for x86), or that it goes at the first avail-
exist for the virtual address in order for the able slot congruent with a given address (for VI
flush to be effective. This causes particulararchitectures). All we really require is a sim-
problems for pages that were mapped to a usgrgle mechanism for finding the first free page
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virtual address given some specific constraints4.1 Booting
However, since the constraints are architecture

specific, the specifics of this tracking are alsOrne kernel has an entire bootmem APl whose
implemented in architectures (see section 5.2 o job is to cope with memory allocations

for details on parisc). while the system is booting and before paging
has been initialised to the point where normal

3.3 Determining Physical address from Virtual  Memory allocations may proceed. On parisc,

and Vice-Versa we simply get the available page ranges from

the firmware, map them all and turn them over
lock stock and barrel to bootmem.

In the Linux kernel, the simple macros

__pa() and__va() are used to do physical Then, when we're ready to begin paging, we

to virtual translation. Since we are now filling SIMply release all the unallocated bootmem

the mappings in randomly, this is no longer aPages for the kernel to use from iteem_map

simple offset calculation. array of pages.

The kernel does have help for finding the vir-We can implement the unmapping idea simply
tual address of a given page. There is aPy covering all our page ranges with an offset
optional virtual  entry which is turned on Map for bootmem, but then unmapping all the
and populated with the page’s current virtuajunreserved pages that bootmem releases to the
address when the architecture defivgaNT_  Mem_magarray.

PAGE_VIRTUAL The va() macro can be

: . This leaves us with the kernel text and data sec-
programmed simply to do this lookup.

tions contiguously offset mapped, and all other

To find the physical address, the best method {800t time

probably to look the page up in the kernel page

table mappings. This is obviously less efficient4.2 Pages Coming From User Space
than a simple subtraction.

The standard mechanisms for mapping poten-
tial highmem pages from user space for the
4 Implementing the unmapping of kernel to see ar&map, kunmap, kmap_
ZONE NORMAL atomic , and kmap_atomic_to_page
B Simply hijacking them and divorcing their im-
plementation fronCONFIG_HIGHMENS suf-
It is not surprising, given that the entire kernelficient to solve all user to kernel problems
is designed to operate witAONE_NORMAL that arise because of the unmapping GINE_
mapped it is surprising that unmapping it turnsNORMAL
out to be fairly easy. The primary reason for
this is the existence of highmem. Since pageg.3 In Kernel Problems: Memory Allocation
in ZONE_HIGHMELBRtre always unmapped and
since they are usually assigned to user prog

the kernel must pr donth mSi_nce now every free page in the system will
CESSes, e kernel must proceed on the assumpe unmapped, they will have to be mapped
tion that it potentially has to map into its ad-

dress space any page from a user process that 2thjs global array would be a set of per-zone arrays
it wishes to touch. on NUMA
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before thekernel can use them (pages allo- is concerned, the page table entries it deal with
cated for use in user space have no need tdescribe 4k pages. However, we add additional
be mapped additionally in kernel space at alflags to the pte to tell the software TLB routine
location time). The engine for doing this is athat actually we’d like to use a larger size TLB
single point in__alloc_pages() which is  to access this region.

the central routine for allocating every page in

the system. In the single successful page re~S @ further optimisation, in the architecture
turn, the page is mapped for the kernel to use iEPECIfiC routines that free the boot mem, we can
if GFP_HIGHis not set—this simple test is '€Map the kernel text and data sections with the

sufficient to ensure that kernel pages only arémallest number of TLB entries that will en-
mapped here. tirely cover each of them.

The unmapping is done in two separate rou- . :
tines: _ free_pages_ok() for freeing bulk 5 Achieving The VI arCh'_te(’tture
pages (accumulations of contiguous pages) and  Goal: Fully Congruent Aliasing
free_hot_cold_page() for freeing single

pages. Here, since we don'tknow the gip maskrhe system possesses every attribute it now
the page was allocated with, we simply checkyeeds to implement this. We no-longer map
to see if the page is currently mapped, and ung,y yser pages into kernel space unless the ker-
map itif itis before freeing it. There is another | actually needs to touch them. Thus, the
side benefit to this: the routine that transfers a'bages will have congruent user addresses allo-
the unreserved bootmem to theem_mapar-  cated to them in user spateforewe try to

ray does this via_free_pages() . Thus, map them in kernel space. Thus, all we have
we additionally achieve the unmapping of ally, 4o js track up the free address list in incre-

the free pages in the system after booting withyents of the congruence modulus until we find
virtually no additional effort. an empty place to map the page congruently.

4.4 Other Benefits: Variable size pages 5.1 Wrinkles in the /0 Subsystem

Although it wasn’t the design of this structure The I/O subsystem is designed to operate with-
to provide variable size pages, one of the beneut mapping pages into the kerralall. This
efits of this approach is now that the pages thabecomes problematic for VI architectures be-
are mapped as they are allocated. Since pagesuse we have to know the user virtual address
in the kernel are allocated with a specified or-to compute the coherence index for the 1/0.
der (the power of two of the number of con- If the page is unmapped in kernel space, we
tiguous pages), it becomes possible to covecan no longer make it coherent with the kernel
them with a TLB entry that is larger than the mapping and, unfortunately, the information in
usual page size (as long as the architecture suphe BIO is insufficient to tell us the user virtual
ports this). Thus, we can take toeder ar- address.

gumentto alloc_pages() and work out
the smallest number of TLB entries that we
need to allocate to cover it.

The proposal for solving this is to add an ar-
chitecture defined set of elementsstiouct
bio_vec and an architecture specific func-
Implementation of variable size pages is actution for populating this (possibly empty) set of
ally transparent to the system; as far as Linuxelements as the biovec is created. In parisc,
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we need to add an extra unsigned long fo6.1 Equivalent Mapping
the coherence index, which we compute from

a pointer to the mm and the user virtual ad-The PA architecture has a software TLB mean-
dress. The architecture defined components aiifig that in Virtual mode, if the CPU accesses

pulled intostruct scatterlist by yet  an address that isn't in the CPU’s TLB cache,
another callout when the request is mapped fof wil| take a TLB fault so the software routine
DMA. can locate the TLB entry (by walking the page
tables) and insert it into the CPU’s TLB. Ob-
5.2 Tracking the Mappings in ZONE_DMA viously, this type of interruption must be han-

dled purely by referencing physical addresses.

Since the tracking requirements vary depend!" fact, the PA CPU is designed to have fast and
ing on architectures: x86 will merely wish to slow pathsforfaults and interruptions. The fast
find the first free pte to place a page into; how-Paths (since they cannot take another interrup-
ever VI architectures will need to find the first 10N, I.€. nota TLB miss fault) must all operate
free pte satisfying the congruence requirement@" Physical addresses. To assist with this, the
(which vary by architecture), the actual mech-PA CPU even turns off virtual addressing when
anism for finding a free pte for the mapping 't t2kes an interruption.

needs to be architecture specific. When the CPU turns off virtual address trans-

On parisc, all of this can be done kmap lation, it is said to be operating in absolute
kernel()  which merely uses rmap[5] to de- mode. All address accesses in this mode are

termine if the page is mapped in user Sp(,jm{z)hysical. However, all accesses in _this mode
and find the congruent address if it is. We&!SC o through the CPU cache (which means
use a simple hash table based bitmap with onfat for this particular mode the cache is ac-
bucket representing the set of available congrutually Physically Indexed). Unfortunately, this
ent pages. Thus, finding a page congruent t§2N also set up unwanted aliasing between the
any given virtual address is the simple Comlouphysical address and its virtual translation. The
tation of finding the first set bit in the congru- fix for this is to obey the architectural definition
ence bucket. To find an arbitrary page, we keefi" "équivalent mapping.” Equivalent mapping

a global bucket counter, allocating a page fronfS defined as virtual and physical addresses be-

that bucket and then incrementing the couhter INg €qual; however, we benefit from the obvi-
ous loophole in that the physical and virtual ad-

dresses don't have to be exactly equal, merely
6 Implementation Details on PA- equal modulo the congruent modulus.

RISC

All of this means that when a page is allocated
for use by the kernel, we must determine if it
Since the whole thrust of this project was to im-will ever be used in absolute mode, and make it
prove the kernel on PA-RISC (and bring it backequivalently mapped if it will be. Atthe time of
into architectural compliance), it is appropriatewriting, this was simply implemented by mak-
to investigate some of the other problems thaing all kernel allocated pages equivalent. How-
turned up during the implementation. ever, really all that needs to be equivalently
mapped is

3This can all be done locklessly with atomic incre-
ments, since it doesn't really matter if we get two allo-
cations from the same bucket because of race conditions 1. the page tables (pgd, pmd and pte),
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2. the task structure and virtual address into this when it emoved
from process mappings (so that any kernel at-
3. the kernel stacks. tempt to use the page produces an immediate

fault). Then, when the page is freed, if its
virtual  pointer is within this range, we con-
vert it to a tmpalias address and flush it using

. _ the tmpalias mechanism.
In the interruption slow path, where we save

all the registers and transition to virtual mode,
there is a point where execution must be7 Results and Conclusion
switched (and hence pointers moved from

physical to virtual). Currently, with offset

6.2 Physical to Virtual address Translation

mabping. this is simolv done by and additionThe best result is that on a parisc machine, the
ppINng. Py y total amount of memory the operational kernel

of __PAGE_OFFSET Hovyever, in the new |<eeps mapped is around 10MB (although this
scheme we cannot do this, nor can we cal . "
alters depending on conditions).

the address translation functions when in ab-

solute mode. Therefore, we had to reorganThe current implementation makes all pages
ise the interruption paths in the PA code socongruent or equivalent, but the allocation rou-
that both the physical and virtual address wasine contain8UG_ON() asserts to detect if we

available. Currently parisc uses a control regrun out of equivalent addresses. So far, under

ister @%cr30) to store the virtual address of fajrly heavy stress, none of these has tripped.
the struct thread_info . We altered all

paths to chang@ocr30 to contain the physi- Although the primary reason for the unmap-

cal address o$truct thread_info and ping was to move parisc back within its archi-
also added a physical address pointer to théectural requirements, it also produces a knock
struct task_struct to the thread info. on effect of speeding up I/0 by eliminating the

This is sufficient to perform all the necessarycache flushing from kernel to user space. At

register saves in absolute addressing mode. the time of writing, the effects of this were still
unmeasured, but expected to be around 6% or

6.3 Flushing on Page Freeing SO.

As afinal side effect, the flush on free necessity
as was documented in section 2.3, we need tgsleases the parisc from a very stringent “flush
find a way of flushing a user virtual addreds  the entire cache on process death or exec” re-
ter its translation is gone. Actually, this turns quirement that was producing horrible laten-
out to be quite easy on PARISC. We alreadycies in the parisc fork/exec. With this code in

have an area of memory (called the tmpaliaglace, we see a vast (50%) improvement in the
space) that we use to copy to priming the usefork/exec figures.

cache (itis simply a 4MB memory area we dy-

namically program to map to the page). There-

fore, as long as we know the user virtual ad-References
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Abstract hardware. The virtualization technique used on

POWER™ hardware is known as paravirtual-

In 2004 IBM® is releasing new systems basedZation, where the operating system is modified
on the POWER5™ processor. There is newn select areas to make calls into the hypervi-

support in both the hardware and firmware for>Or- PPC64 Ll_nux has_begn enhanced to make
virtualization of multiple operating systems on use of these virtualization interfaces. Note that

a single platform. This includes the ability to the same PP_CGA’ Linux kernel bina_try V\‘/‘orks
have multiple operating systems share a pran both V|rtu_aI|zed systems an_d previous “bare
cessor. Additionally, a hypervisor firmware Metal” pSeries systems that did not offer a hy-

layer supports virtualization of /0 devices PEVISOr:

such as SCSI, LAN, and console, allowingzj changes related to virtualization have been
limited physical resources in a system t0 b&nade in the kernel, and almost exclusively in
shared. the PPC64 portion of the code. One chal-
At its extreme, these new systems allow 10/€N9€ has been keeping as much code common
as possible between POWERS portions of the

Linux images per physical processor to run )
concurrently, contending for and sharing the_cOde and other portions, such as those support-

system’s physical resources. All changes td"9 the Apple G5.

suppprt these new functions are in the 2.4 angl ;.o previous generations of POWER proces-
2.6 Linux kernels. sors such as the RS64 and POWER4™ fami-
This paper discusses the virtualization capabil€S: POWERS includes hardware enablement

ities of the processor and firmware, as well asfor logical partitioning. This includes features

the changes made to the PPC64 kernel to tak%UCh as a hypervisor state which is more priv-
advantage of them lleged than supervisor state. This higher priv-

ilege state is used to restrict access to system

resources, such as the hardware page table, to
1 Introduction hypervisor only access. All current systems

based on POWERS run in a hypervised envi-

IBM’s new POWERS* processor is being used ronment, even if only one partition is active on
in both IBM iSeries® and pSeries® systemst"€ System.

capable of running any combination of Linux,

AIX®, and OS/400® in logical partitions. The

hardware and firmware, includinghgpervisor

[AANOQO], in these systems provide the ability

to create “virtual” system images with virtual



114 « Linux Symposium 2004 » Volume One

icated) from one logical partition to another.
In the case of dedicated processors, this truly
Linux | 05/400 | Linux | AIX means moving a CPU from one logical parti-
tion to another. In the case of shared proces-
sors, it means adjusting the number of proces-

1.50 1.0 0.50 1.0 sors used by Linux on the fly.
CPU CPU CPU CPU

This “hotplug CPU” capability is far more in-

Hypervisor teresting in this environment than in the case

that the covers are going to be removed from a

cPU e pm opU real system a_nd a CPU physically add_ed. The
0 1 2 3 goal of virtualization on these systems is to dy-

namically create and adjust operating system
Figure 1: POWERS Partitioned System  images as required. Much work has been done,
particularly by Rusty Russell, to get the archi-
tecture independent changes into the mainline

2 Processor Virtualization kernel to support hotplug CPU.

2.1 \Virtual Processors Hypervisor interfaces exist that help the operat-
ing system optimize its use of the physical pro-

When running in a partition, the operating C€SSOr resources. The foIIovying sections de-

system is allocated virtual processors (VP's)Scribe some of these mechanisms.

where each VP can be configured in either

shared or dedicated mode of operation. [2-2 Virtual Processor Area

shared mode, as little as 10%, or fifbcess-

ing units of a physical processor can be al-Each virtual processor in the partition can cre-

located to a partition and the hypervisor layerate avirtual processor aregVPA), which is a

timeslices between the partitions. In dedicatedmall (one page) data structure shared between

mode, 100% of the processor is given to thehe hypervisor and the operating system. Its

partition such that its capacity is never multi- primary use is to communicate information be-

plexed with another partition. tween the two software layers. Examples of
_ _ . the information that can be communicated in

Itis possible to create more virtual processorgq \/pa include whether the OS is in the idle

in the partition than there are physical Procesyop, if floating point and performance counter

sors on the system. For example, a partition alfegister state must be saved by the hypervi-

located 100 processin_g units (the equi_valent 0gor between operating system dispatches, and
1 processor) of capacity could be configured tQ, hether the VP is running in the partition’s op-
have 10 virtual processors, where each VP haérating system.

10% of a physical processor’s time. While not
generally valuable, this extreme configuration2 3 Spinlock
can be used to help test SMP configurations on’ pINocks

small systems. . . )
The hypervisor provides an interface that helps

On POWERS5 systems with multiple logical minimize wasted cycles in the operating sys-
partitions, an important requirement is to betem when a lock is held. Rather than simply
able to move processors (either shared or dedpin on the held lock in the OS, a new hypervi-
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sor call,h_confer , has been provided. This cessor units. For example, a partition that is
interface is used to confer any remaining vir-defined as uncapped, 2 virtual processors, and
tual processor cycles from the lock requestef0 processing units could consume 2 full pro-
to the lock holder. cessors (200 processing units), if all other par-

) ~ titions are idle.
The PPC64 spinlocks were changed to iden-

tify the logical processor number of the lock
holder, examine that processor's VBAeld
countfield to determine if it is not running in
the OS (even values indicate the VP is runningThe POWERS5 processor provides symmetric
in the OS), and to make the confer call multithreading (SMT) capabilities that allow
to the hypervisor to give any cycles remainingtwo threads of execution to simultaneously ex-
in the virtual processor’s timeslice to the lock ecute on one physical processor. This re-
holder. Obviously, this more expensive leg ofsults in twice as many processor contexts be-
spinlock processing is only taken if the spin-ing presented to the operating system as there
lock cannot be immediately acquired. In casesire physical processors. Like other processor
where the lock is available, no additional path-threading mechanisms found in POWER RS64
length is incurred. and Intel® processors, the goal of SMT is to
enable higher processor utilization.

25 SMT

24 Idle At Linux boot, each processor thread is dis-

covered in the open firmware device tree
When the operating system no longer has acand a logical processor is created for Linux.
tive tasks to run and enters its idle loop, theA command line option,smt-enabled =
h_cede interface is used to indicate to the hy-[on, off, dynamic] , has been added to al-
pervisor that the processor is available for othetow the Linux partition to config SMT in one
work. The operating system simply sets theof three states. Then and off modes indi-
VPA idle bit and callsh_cede . Under this cate that the processor always runs with SMT
call, the hypervisor is free to allocate the pro-either on or off. The dynamic mode allows
cessor resources to another partition, or even tthe operating system and firmware to dynam-
another virtual processor within the same parically configure the processor to switch be-
tition. The processor is returned to the operatiween threaded (SMT) and a single threaded
ing system if an external, decrementer (timer)(ST) mode where one of the processor threads
or interprocessor interrupt occurs. As an alteris dormant. The hardware implementation is
native to sending an IPI, the ceded processosuch that running in ST mode can provide ad-
can be awoken by another processor calling thditional performance when only a single task is
h_prodinterface, which has slightly less over- executing.

head in this environment. _ _
Linux can cause the processor to switch be-

Making use of the cede interface is especiallfween SMT and ST modes via thecede hy-
important on systems where partitions configpervisor call interface. When entering its idle
ured to ruruncappecexist. In uncapped mode, loop, Linux sets the VPAdIle state bit, and af-
any physical processor cycles not used by otheter a selectable delay, calls cede . Under
partitions can be allocated by the hypervisor tahis interface, the hypervisor layer determines
a non-idle patrtition, even if that partition hasif only one thread is idle, and if so, switches
already consumed its defined quantity of prothe processor into ST mode. If both threads are
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idle (as indicated by the VP#lle bit), thenthe 4 |/O Virtualization
hypervisor keeps the processor in SMT mode

and returns to the operating system. . ,
P gsy Once CPU and memory have been virtualized,

The processor switches back to SMT modea key requirement is to provide virtualized 1/0O.

if an external or decrementer interrupt is pre-The goal of the POWERS5 systems is to have,

sented, or if another processor calls the for example, 10 Linux images running on a

prod interface against the dormant thread. ~ Small system with a single CPU, 1GB of mem-
ory, and a single SCSI adapter and Ethernet
adapter.

3 Memory Virtualization The approach taken to virtualize 1/0 is a co-
operative implementation between the hypervi-
sor and the operating system images. One op-
erating system image always “owns” physical

Memory is virtualized only to the extent that all adapters and manages all I/O to those adapters

partitions on the system are presented a corlDMA, interrupts, etc.)

tiguous range of logical addresses that starth h _ 40 Fi h
at zero. Linux sees these logical addresseln® yp erwfor and Open Firmware then pro-
virtual” adapters to any operating sys-

as its real storage. The actual real memor;}"de h e th ) £ Vi |
is allocated by the hypervisor from any avail-€mMs at_ require them.  Creation ot y|rtua
able space throughout the system, managingdapters is done by the system administrator

the storage iftogical memory blocké_MB's). s part of logically partitioning the system. A
Each LMB is presented to the partition via key concept is that these virtual adapters do not

a memory node in the open firmware device'ntera,Ct in any way Wlth the physmal adapters.
eThe virtual adapters interact with other operat-

tree. When Linux creates a mapping in the i her logical . hich
hardware page table for effective addresses, [ng systems in other logical partitions, whic

makes a call to the hypervisdn (enter ) in- may choose to make use of physical adapters.

dicating the effective and partition logical ad- \irt,a| adapters are presented to the operating
dress. The hypervisor translates the logical adéystem in the Open Firmware device tree just

dress to the co_rres_ponding real address and ingg physical adapters are. They have very sim-
serts the mapping into the hardware page tablg, atributes as physical adapters, including

One additional layer of memory virtualization DMA windows and interrupts.

managed by the hypervisor iseal mode off-  1q aqapters currently supported by the hyper-

set(RMO) region. This is a 128 or 256 MB re- \isor are virtual SCSI adapters, virtual Ether-
gion of memory covering the first portion of the ¢ adapters, and virtual TTY adapters.
logical address space within a partition. It can

be accessed by Linux when address relocation _
is off, for example after an exception occurs.4'1 Virtual Bus

When a partition is running relocation off and

accesses addresses within the RMO region, ¥irtual adapters, of course, exist on a virtual
simple offset is added by the hardware to genbus. The bus has slots into which virtual
erate the actual storage access. In this mannexdapters are configured. The number of slots
each partition has what it considers logical ad-available on the virtual bus is configured by
dress zero. the system administrator. The goal is to make
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the behavior of virtual adapters consistent withthe initial link between a device driver and
physical adapters. The virtual busnst pre- a virtual Ethernet deviceh_send_logical_
sented as a PCI bus, but rather as its own buan to send a frame, and_add_logical

type. lan_buffer to tell the hypervisor about a
data buffer into which a received frame is to be
4.2 Virtual LAN placed. The hypervisor interfaces then support

either polled or interrupt driven notification of

Virtual LAN adapters are conceptually the sim-N€w frames arriving.
plest kind of V|rtu_al adap_ter. The hypervisor For additional information on the virtual Ether-
|mplem_ents a swnph, whm_h supports 802'1Qnet implementation, the code is the documen-
semant_lcs for_havmg multiple VLANSsS Sharec}ation @rivers/netlibmveth.c ).

a physical switch. Adapters can be marke

as 802.1Q aware, in which case the hypervi-

sor expects the operating system to handle th&3 Virtual SCSI

802.1Q VLAN headers, or 802.1Q unaware, in

which case the hyperwsgr con_nects the adaptqﬁnlike virtual Ethernet adapters, virtual SCSI
to a single VLAN. Multiple virtual Ethernet adapters come in two flavors. A “client” vir-

adapters can be created for a given partition. tual SCSI adapter behaves just as a regular

Virtual Ethernet adapters have an additional at>CS! host bus adapter and is implemented
tribute called “Trunk Adapter” An adapter within the SCSI framework of the Linux ker-

marked as a Trunk Adapter will be delivered nel. The SCSI mid-layer issues standard SCSI

all frames that don’t match any MAC addresst0mmands such as Inquiry to determine de-
on the virtual Ethernet. This is similar, but ViceS connected to the adapter, and issues reg-
not identical, to promiscuous mode on a real!lar SCSI operations to those devices.

adapter. A “server” virtual SCSI adapter, generally in a

For a logical partition to have network connec-different partition than the client, receives all
tivity to the outside world, the partition own- the SCSI commands from the client and is re-

ing a “real” network adapter generally has bothSPensible for handling them. The hypervisor

the real Ethernet adapter and a virtual EtherlS Not involved in what the server does with

net adapter marked as a Trunk adapter. Th4f'® commands. There is no requirement for
partition then performs either routing or bridg- € server to link a virtual SCSI adapter to any
ing between the real adapter and the virtuakind of real adapter. The server can process

adapter. The Linux bridge-utils package works®Nd return SCSI responses in any fashion it
well to bridge the two kinds of networks. likes. If it happens to issue I/O operations to a
real adapter as part of satisfying those requests,

Note that there is no architected link betweerthat is an implementation detail of the operat-
the real and virtual adapters, it is the responsiing system containing the server adapter.

bility of some operating system to route traffic _ ) o
between them. The hypervisor provides two very primitive

interpartition communication mechanisms on
The implementation of the virtual Ethernetwhich the virtual SCSIimplementation is built.
adapters involves a number of hypervisor inter-There is a queue of 16 byte messages referred
faces. Some of the more significant interface¢o as a “Command/Response Queue” (CRQ).
are h_register_logical_lan to establish Each patrtition provides the hypervisor with a
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page of memory where its receive queue reoperations between partitions fits much better
sides, and a partition wishing to send a messageto the SRP model than an iSCSI model.

to its partner’'s queue issues Ansend_crq ) ) _ _

hypervisor call. When a message is received "€ Linux virtual SCSI client drivers/

on the queue, an interrupt is (optionally) gen-Scsiibmvscsifibmvscsi.c ) is close, at
erated in the receiving partition. the time of writing, to being accepted into the

Linux mainline. The Linux virtual SCSI server

The second hypervisor mechanism is a facilis sufficiently unlike existing SCSI drivers that
ity for issuing DMA operations between par- it will require much more mailing list “discus-
titions. Theh_copy rdma call is used to sion.”
DMA a block of memory from the memory
space of one logical partition to the memory4.4 Virtual TTY
space of another.
In addition to virtual Ethernet and SCSI
. : ) adapters, the hypervisor supports virtual serial
::r)nplem?’ptgc;{;smg t.fl1eb|AN£tl _/S/CSI RDMA (TTY) adapters. As with SCSI adapter, these

rotocol” ( ) (available dttp:/www. can be configured as “client” adapters, and

t10.org ). When the client wishes to issue Augarver” adapters and connected between par-

SCSI operation, it builds an SRP frame, anOkitions. The first virtual TTY adapter is used as

sends the address of the frame in a 16 byt . :
CRQ message. The server DMAS the SRPﬁqe system console, and is treated specially by

¢ f the client. and i Th the hypervisor. Itis automatically connected to
rame trom the client, and processes it. he partition console on the Hardware Manage-
SRP frame may itself contain DMA addresses
. . ment Console.

required for data transfer (read or write buffers,

for example) which may require additional in- To date, multiple concurrent “consoles” have
terpartition DMA operations. When the oper- not been implemented, but they could be. Sim-
ation is complete, the server DMAs the SRPijlarly, this interface could be used for kernel

response back to the same location as the SF\’(Eébugging as with any serial port, but such an
command came from and sends a 16 byte CR@nplementation has not been done.

message back indicating that the SCSI com-
mand has completed.

The virtual SCSI interpartition protocol is

5 Dynamic Resource Movement
The current Linux virtual SCSI server de-

codes incoming SCSI commands and iSSU&s mentioned for processors, the logical par-
block layer commands generic_make_ tition environment lends itself to moving re-

request ). This allows the SCSI server 10 soyrces (processors, memory, 1/0) between
share any block device (e.ddev/sdb6 or  pariitions. In a perfect world, such movement
/dev/loop0 ) with client partitions as a vir-  gnould be done dynamically while the operat-
tual SCSI device. ing system is running. Dynamic movement of

Note that consideration was given to using proproces_sors is currently being im_plem_ented,_ and
dynamic movement of 1/O devices (including

tocols such as iSCSI for device sharing be-d icallv addi q . ; L 1/0
tween partitions. The virtual SCSI SRP de- ynamically adding and removing virtua

sign above, however, is a much simpler desigrgewces) is included in the kernel mainline.

that does not rely on riding above an existingrhe one area for future work in Linux is the dy-
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active partition. This function is already sup- converged all of the virtualization interfaces
ported on other POWERS5 operating systemsprovided by firmware on legacy iSeries and
so there is an opportunity for Linux to catch pSeries systems to a model in line with the
up. legacy pSeries partitioned system architecture.
As a result much of the PPC64 Linux virtual-
ization code was updated to use these new vir-

6 MUItipIe Operating SyStemS tualization interface definitions.

A key feature of the POWERS systems is the
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SCSl client. IBM, AIX, iSeries, OS/400, POWER, POWERA,
POWERS5, and pSeries are trademarks or regis-
tered trademarks of International Business Ma-
chines Corporation in the United States, other coun-
tries, or both.

These requirements, along with the archi
tected hypervisor interfaces, limit the ability to
change implementations just to fit a Linux ker-
nel internal behavior.

Other company, product or service names may be

) trademerks or service marks of others.
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Abstract

ACPI puts Linux in control of configuration

and power management. It abstracts the plat-

form BIOS and hardware so Linux and the
platform can interoperate while evolving inde-
pendently.

ming interfaces (APIs, PNPBIOS
APIs, Multiprocessor Specification
(MPS) tables and so on into a well-
defined power management and con-
figuration interface specificatiod.”

ACPI 1.0 was published in 1996. 2.0 added

This paper starts with some background on th&4-bit support in 2000. ACPI 3.0 is expected

ACPI specification, followed by the state of
ACPI deployment on Linux.

It describes the implementation architecture o
ACPI on Linux, followed by details on the con-
figuration and power management features.

It closes with a summary of ACPI bugzilla ac-
tivity, and a list of what is next for ACPI in
Linux.

ACPI Specification Background

“ACPI (Advanced Configuration and
Power Interface) is an open in-
dustry specification co-developed by
Hewlett-Packard, Intel, Microsoft,
Phoenix, and Toshiba.

ACPI establishes industry-standard
interfaces for OS-directed configura-
tion and power management on lap-
tops, desktops, and servers.

ACPI evolves the existing collec-
tion of power management BIOS
code, Advanced Power Manage-
ment (APM) application program-

in summer 2004.

£ Linux ACPI Deployment

Linux supports ACPI on three architectures:
ia64 ,i386 , andx86 64 .

2.1 ia64 Linux/ACPI support

Most ia64 platforms require ACPI support,
as they do not have the legacy configuration
methods seen a386 . All the Linux distribu-
tions that suppoita64 include ACPI support,
whether they’re based on Linux-2.4 or Linux-
2.6.

2.2 1386 Linux/ACPI support

Not all Linux-2.4 distributions enabled ACPI
by default on i386 . Often they used
just enough table parsing to enable Hyper-
Threading (HT), alacpi=ht below, and re-
lied on MPS and PIRQ routers to configure the

Ihttp://www.acpi.info
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setup_arch()
dmi_scan_machine()
Scan DMI blacklist
BIOS Date vs Jan 1, 2001
acpi_boot_init()
acpi_table_init()

locate and checksum all ACPI tables

print table headers to console
acpi_blacklisted()

ACPI table headers vs. blacklist
parse(BOOT) /* Simple Boot Flags */
parse(FADT) /* PM timer address */
parse(MADT) /* LAPIC, IOAPIC */
parse(HPET) /* HiPrecision Timer */

sion, etc. that you can observe with
dmidecode .2 dmi_scan.c has a gen-
eral purpose blacklist that keys off this in-
formation, and invokes various platform-
specific workaroundsacpi=off  is the
most severe—disabling all ACPI support,
even the simple table parsing needed to
enable Hyper-Threading (HTacpi=ht

does the same, excepts parses enough ta-

parse(MCFG) /* PCI Express base */ bles to enable HTpci=noacpi  disables

ACPI for PCI enumeration and interrupt
configuration. Andacpi=noirq dis-
ables ACPI just for interrupt configura-
tion.

Figure 1: Early ACPI init on386

machine. Some included ACPI support by de-
fault, but required the user to addpi=on to

the cmdline to enable it. 3. The ACPI tables also contain header in-

formation, which you see near the top
of the kernel messages. ACPI maintains
a blacklist based on the table headers.
But this blacklist is somewhat primitive.

So far, the major Linux 2.6 distributions all
support ACPI enabled by default @86 .

Several methods are used to make it more prac-
tical to deploy ACPI onta386 installed base. When an entry matches the system, it ei-
Figure 1 shows the early ACPI startup on the  ther prints warnings or invokeacpi=
i386 and where these methods hook in. off .

1. Most modern system BIOS support DMI,

which exports the date of the BIOS. Linux || three of these methods share the problem
DMl 'scan ini386 disables ACPlonplat- that if they are successful, they tend to hide
forms with a BIOS older than January 1, yq4t-cause issues in Linux that should be fixed.
2001. There is nothing magic about this oy this reason, adding to the blacklists is dis-
date, except it allowed developers to foCus;graged in the upstream kernel. Their main
on recent platforms without getting dis- y4jye is to allow Linux distributors to quickly
tracted debugging issues on very old platygact to deployment issues when they need to
forms that: support deviant platforms.

(a) had been running Linux w/o ACPI
support for years.

(b) had virtually no chance of a BIOS
update from the OEM.

2.3 x86_64 Linux/ACPI support

All x86_64 platforms I've seen include ACPI
Boot parametemacpi=force  is avail- support. The majox86_64 Linux distribu-
able to enable ACPI on platforms older tions, whether Linux-2.4 or Linux-2.6 based,
than the cutoff date. all support ACPI.

2. DMI also exports the hardware man-
ufacturer, baseboard name, BIOS ver- 2http://www.nongnu.org/dmidecode
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3 Implementation Overview

acpid
The ACPI specification describes platform reg- ’ User
isters, ACPI tables, and operation of the ACPI : Kernel
BIOS. Figure 2 shows these ACPI components /proc/acpi
logically as a layer above the platform specific Linux/ACPI "Button | | Battery |
hardware and firmware. OSL ‘ A ]
Processor A
The ACPI kernel support centers around the ACPICA Core
ACPICA (ACPI Component Architectut _Thermal | | Fan |

core. ACPICA includes the AMt.interpreter

that implements ACPI's hardware abstraction.
ACPICA also implements other OS-agnostic
parts of the ACPI specification. The ACPICA
code does not implement any policy, that is the Platform Defined

ACPI Specification

ACPI ACPI ACPI
Registers Tables BIOS

realm of the Linux-specific code. A single file, Dlat Platform BIOS
. . pe atiorm atiorm )

osl.c_ , g!ues A_CPICA to the Linux-specific Hardware Firmware

functions it requires.

The box in Figure 2 labeled “Linux/ACPI” rep-

resents the Linux-specific ACPI code, includ- . _ .

Optional “ACPI drivers,” such as Button, Bat- ) ]
tery, Processor, etc. are (optionally loadableft ACPI Configuration
modules that implement policy related to those

specific features and devices. Interrupt configuration oi886 dominated the

ACPI bug fixing activity over the last year.

3.1 Events The algorithm to configure interrupts on an

i386 system with an IOAPIC is shown in Fig-
ure 3. ACPI mandates that all PIC mode IRQs
be identity mapped to IOAPIC pins. Excep-
tions are specified in MAD interrupt source
override entries.

The kernel interrupt handler de-multiplexes the :
. . Over-rides are often used, for example, to spec-
possible events using ACPI constructs. In. . .
: . ify that the 8254 timer on IRQO in PIC mode

some cases, it then delivers events to a user;

space application such aspid via /proc/ does not use pin0 on the IOAPIC, but uses
bace app b b pin2. Over-rides also often move the ACPI SCI
acpi/events

to a different pin in IOAPIC mode than it had
in PIC mode, or change its polarity or trigger
from the default.

ACPI registers for a “System Control Inter-
rupt” (SCI) and all ACPI events come through
that interrupt.

Shttp://www.intel.com/technology/
iapc/acpi
4AML, ACPI Machine Language. SMADT, Multiple APIC Description Table.
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setup_arch()
acpi_boot_init()
parse(MADT);
parse(LAPIC); /* processors */
parse(IOAPIC)
parse(INT_SRC_OVERRIDE);
add_identity_legacy_mappings();
/* mp_irgs[] initialized */

init()
smp_boot_cpus()
setup_IO_APIC()
enable_IO_APIC();
setup_lO_APIC_irgs(); /* mp_irgs[] */
do_initcalls()
acpi_init()
"ACPI: Subsystem revision 20040326"
acpi_initialize_subsystem();
/* AML interpreter */
acpi_load_tables(); /* DSDT */
acpi_enable_subsystem();
/* HW into ACPI mode */
"ACPI: Interpreter enabled"
acpi_bus_init_irq();
AML(_PIC, PIC | IOAPIC | IOSAPIC);

acpi_pci_link_init()
for(every PCI Link in DSDT)
acpi_pci_link_add(Link)
AML(_PRS, Link);
AML(_CRS, Link);
"... Link [LNKA] (IRQs 9 10 *11)"

pci_acpi_init()
"PCI: Using ACPI for IRQ routing"
acpi_irq_penalty_init();
for (PCI devices)
acpi_pci_irg_enable(device)
acpi_pci_irg_lookup()
find _PRT entry
if (Link) {
acpi_pci_link_get_irq()
acpi_pci_link_allocate()
examine possible & current IRQs
AML(_SRS, Link)
} else {
use hard-coded IRQ in _PRT entry
}
acpi_register_gsi()
mp_register_gsi()
io_apic_set_pci_routing()
"PCI: PCI interrupt 00:06.0[A] ->
GSI 26 (level, low) -> IRQ 26"

Figure 3: Interrupt Initialization

So after identifying that the system will be in
IOAPIC mode, the 1st step is to record all the
Interrupt Source Overrides imp_irgs|]

The second step is to add the legacy identity
mappings where pins and IRQs have not been
consumed by the over-rides.

Step three is to digestmp_irgs[] in
setup_IO_APIC _irgs() , Just like it
would be if the system were running in legacy
MPS mode.

But that is just the start of interrupt configu-
ration in ACPI mode. The system still needs
to enable the mappings for PCI devices, which
are stored in the DSO’T_PRT entries. Fur-
ther, the PRT can contain both static entries,
analogous to MPS table entries, or it can con-
tain dynamic _PRT entries that use PCI Inter-
rupt Link Devices.

So Linux enables the AML interpreter and in-
forms the ACPI BIOS that it plans to run the
system in IOAPIC mode.

Next the PCI Interrupt Link Devices are
parsed. These “links” are abstract versions of
what used to be called PIRQ-routers, though
they are more generalacpi_pci_link_

init() searches the DSDT for Link Devices
and queries each about the IRQs it can be set
to (_PRS§ and the IRQ that it is already set to
(_CRSY

A penalty table is used to help decide how
to program the PCI Interrupt Link Devices.

Weights are statically compiled into the ta-
ble to avoid programming the links to well

known legacy IRQsacpi_irgq_penalty

init() updates the table to add penalties to
the IRQs where the Links have possible set-

8DSDT, Differentiated Services Description Table,
written in AML

’_PRT, PCI Routing Table

8PRS, Possible Resource Settings.

9CRS, Current Resource Settings.



tings.
ing, while not conflicting with legacy IRQ use.
While it works reasonably well in practice, this
heuristic is inherently flawed because it as-

DSDT what legacy IRQs are actually in u$e.

The PCI sub-system calkscpi_pci_irq_
enable() for every device. ACPI looks up
the device in the PRT by device-id and if it
a simple static entry, programs the I0APIC.
If it is a dynamic entry,acpi_pci_link
allocate() chooses an IRQ for the link and
programs the link via AML (_SRSY. Then the
associated IOAPIC entry is programmed.

Later, the drivers initialize and cakquest_
irg(IRQ)  with the IRQ the PCI sub-system
told it to request.

One issue we have with this scheme is that it
can’t automatically recover when the heuris-
tic balancing act fails. For example when the
parallel port grabs IRQ7 and a PCI Interrupt
Links gets programmed to the same IRQ, then
request_irq(IRQ) correctly fails to put
ISA and PCI interrupts on the same pin. But
the system doesn’t realize that one of the con-
tenders could actually be re-programmed to a
different IRQ.

The idea is to minimize IRQ shar- 4.1
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Issues With PCI Interrupt Link Devices

Most of the issues have been with PCI Interrupt
the | IR ther th Ki thLink Devices, an ACPI mechanism primarily
sumes the legacy IRQs rather than asking fised to replace the chip-set-specific Legacy

PIRQ code.

* The status (_STA) returned by a PCI Inter-
rupt Link Device does not matter. Some
systems mark the ones we should use as
enabled, some do not.

» The status set by Linux on a link is im-
portant on some chip sets. If we do
not explicitly disable some unused links,
they result in tying together IRQs and can
cause spurious interrupts.

* The current setting returned by a link
(_CRS) can not always be trusted. Some
systems return invalid settings always.
Linux must assume that when it sets a
link, the setting was successful.

» Some systems return a current setting that
is outside the list of possible settings. Per
above, this must be ignored and a new set-

ting selected from the possible-list.
The fix for this issue will be to delete the

heuristic weights from the IRQ penalty table.
Instead the kernel should scan the DSDT tat-2
enumerate exactly what legacy devices reserve

2 . .
exactly what IRQS: Another area that was ironed out this year
was the ACPI SCI (System Control Interrupt).
Originally, the SCI was always configured as
level/low, but SCI failures didn't stop until
we implemented the algorithm in Figure 4.
During debugging, the kernel gained the cmd-

%In PIC mode, the default is to keep the BIOS pro- [ine option that applies to either PIC or IOAPIC
vided current IRQ setting, unless cmdliaepi_irg_ mode: acpi_sci={level,edge, high
balance is used. Balancing is always enabled in low} 'but roduction S’ stem’s see:m t0 be work-
IOAPIC mode. ! p nsy
ing properly and this has seen use recently only

11SRS, Set Resource Setting
2hugzilla 2733 to work around prototype BIOS bugs.

Issues With ACPI SCI Configuration
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if (PIC mode) {

set ELCR to level trigger(); \(/Bv%gion)g C0 Txecute] | C1 - Sleeping
} else { /* IOAPIC mode */ < 1»S1 - Standb
if (Interrupt Source Override) { m
Use IRQ specified in override Cl- | P-states »S3 - Suspend
if(trigger edge or level) idle || [sa-
use edge or level Hibernate
. : C2 -
else (compatible trigger) dle |* 1 G285
use level Throttling Soft off
A
i ity hi e [° <+ lLegacy |
if (polarity high or low) idle Jacy
use high or low <> G3 — Mech off
else
use low
} else { /* no Override */ Figure 5: ACPI Global, CPU, and Sleep states.
use level-trigger
use low-polarity
} care how it is enumerated by its parent bus. An
} 8250 driver should worry about the 8250 and

not if it is being discovered by legacy means,
Figure 4: SCI configuration algorithm ACPI enumeration, or PCI.

One fix would be to be to abstract the PCI-ids,
4.3 Unresolved: Local APIC Timer Issue PNP-ids, and perhaps even some hard-coded
values into a generic device manager directory
The most troublesome configuration issue tothat maps them to device drivers.
day is that many systems with no IO-APIC will __ . _
hang during boot unless their LOCAL-APIC Th's_ would_5|mpl_y ad(_j a veneer to the PCI
has been disabled, eg. by bootinglapic . device conflggratlon, simplifying a very small
While this issue has gone away on several Sysr_lumber of drivers that can be configured by

tems with BIOS upgrades, entire product lineg C! or ACPI. However, it would also fix the

from high-volume OEMS appear to be subjectreal iIssue that the configuration information in

to this failure. The current workaround to dis- € ACPI DSDT for most motherboard devices
able the LAPIC timer for the duration of the 'S Curréntly not parsed and not communicated
SMI-CMD update that enables ACPI modd. 1 @ny Linux drivers.

The Device driver manager would also be
4.4 Wanted: Generic Linux Driver Manager able to tell the power management sub-system
which methods are used to power-manage the
The ACPI DSDT enumerates motherboard dedevice. Eg. PCl or ACPI.
vices via PNP identifiers. This method is used
to load the ACPI specific devices today, eg.
battery, button, fan, thermal etc. as well a55 ACPI Power Management
8550 _acpi . PCI devices are enumerated via
PCl-ids from PCI config space. Legacy devicesThe Global System States defined by ACPI are
probe out using hard-coded address values. illustrated in Figure 5. GO is the working state,
G1 is sleeping, G2 is soft-off and G3 is me-
chanical off. The “Legacy” state illustrates
Bhttp://bugzilla.kernel.org 1269 where the system is not in ACPI mode.

But a device driver should not have to know or
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5.1 P-states the processor is idle. No instructions are ex-
ecuted when in C1, C2, or C3.

In the context of GO —_Global Working State, ACPI replaces the default idle loop so it can
and CO — CPU Executing State, P-states (Pefgpq, C1, C2 or C3. The deeper the C-state,

formance states) are available to reduce POWEF& more power savings, but the higher the la-

of the running processor. P-states simultanet-enCy to enter/exit the C-state. You can ob-

ously modulatle both the MHz and the VOItage'serve the C-states supported by the system and
As power varies by voltage squared, P-state§ o success at using them fiproc/acpi/
are extremely effective at saving power. processor/CPUO/power

While P-states are extremely important, thec1 is included in every processor and has
cpufreq sgb-system handles P-states ON Jegligible latency. C1 is implemented with
number of different platforms, and the topic IS the HALT or MONITOR/MWAIT instructions
best addressed in that larger context. Any interrupt will automatically wake the pro-

cessor from C1.
5.2 Throttling

C2 has higher latency (though always under
Co- 100 usec) and higher power savings than C1.

In the context of the GO-Working, Ci tered th h writes to ACPI ot
Executing state, Throttling states are defined té 'S entered throtign Writes 1o A registers
and exits automatically with any interrupt.

modulate the frequency of the running proces-

Sor. C3 has higher latency (though always under
1000 usec) and higher power savings than C2.
It is entered through writes to ACPI registers
and exits automatically with any interrupt or
bus master activity. The processor does not
Linux currently uses Throttling only in re- snhoop its cache when in C3, which is why bus-
sponse to thermal events where the processdnaster (DMA) activity will wake it up. Linux

is too hot. However, in the future, Linux could sees several implementation issues with C3 to-
add throttling when the processor is already irday:

the lowest P-state to save additional power.

Power varies (almost) directly with MHz, so
when the MHz is cut if half, so is the power.
Unfortunately, so is the performance.

1. C3is enabled even if the latency is up to
1000 usec. This compares with the Linux
2.6 clock tick rate of 1000Hz = 1ms =
1000usec. So when a clock tick causes
C3 to exit, it may take all the way to the
next clock tick to execute the next kernel
instruction. So the benefit of C3 is lost
because the system effectively pays C3 la-
tency and gets negligible C3 residency to
save power.

Note that most processors also include a
backup Thermal Monitor throttling mecha-
nism in hardware, set with higher temperature
thresholds than ACPI throttling. Most proces-
sors also have in hardware an thermal emer-
gency shutdown mechanism.

5.3 C-states

In the context of GO Working system state, C-

state (CPU-state) CO is used to refer to the exe- 2. Some devices do not tolerate the DMA
cuting state. Higher number C-states are en-  latency introduced by C3. Their device
tered to save successively more power when  buffers underrun or overflow. This is cur-



128 « Linux Symposium 2004 ¢ Volume One

rently an issue with the ipw2100 WLAN 5.4 Sleep States
NIC.

3. Some platforms can lie about C3 IatenC)/A‘CPI nhames sleeps states SO . S5. SO s t_he
and transparently put the system into ghon-sleep state, synonymous with GO. S1 is
higher latency C4 when we ask for C3— standby, it halts the processor and turns off the

particularly when running on batteries. fjlsplay. Of course turning off the display on an
idle system saves the same amount of power

4. Many processors halt their local APIC without taking the system off line, so S1 isn't
timer (a.k.a. TSC — Timer Stamp Counter)worth much. S2 is deprecated. S3 is suspend to
when in C3. You can observe this RAM. S4 is hibernate to disk. S5 is soft-power
by watching LOC fall behind IRQO in Off, AKA G2.

/proc/interrupts. _ _
P P Sleep states are unreliable enough on Linux to-

5. USB makes it virtually impossible to en- day that they're best considered “experimen-
ter C3 because of constant bus master adal.” Suspend/Resume suffers from (at least)
tivity. The workaround at the moment is tWo systematic problems:
to unplug your USB devices when idle.
Longer term, it will take enhancements
to the USB sub-system to address this is-
sue. le. USB software needs to recognize
when devices are present but idle, and re-
duce the frequency of bus master activity.

o _init() and_initdata() on items
that may be referenced after boot, say,
during resume, is a bad idea.

» PCI configuration space is not uniformly
saved and restored either for devices or

Linux decides which C-state to enter on idle for PCI bridges. This can be observed

based on a promotion/demotion algorithm. by usinglspci  before and after a sus-

The current algorithm measures the residency  pend/resume cycle. Sometimestpci

in the current C-state. If it meets a threshold can be used to repair this damage from

the processor is promoted to the deeper C-state  user-space.

on re-entrance intoidle. If it was too short, then

the processor is demoted to a Iower-numbereg_5 Device States

C-state.

Unfortunately, the demotion rules are overlyNot shown on the diagram, ACPI defines
simplistic, as Linux tracks only its previous power saving states for devices: DO — D3. DO
success at being idle, and doesn't yet accouns on, D3 is off, D1 and D2 are intermediate.
for the load on the system. Higher device states have

Support for deeper C-states via the _CST

method is currently in prototype. Hopefully 1. more power savings,

this method will also give the OS more accu-

rate data than the FADT about the latency as- 2. less device context saved by hardware,
sociated with C3. If it does not, then we may

need to consider discarding the table-provided 3. more device driver state restoring,
latencies and measuring the actual latency at

boot time. 4. higher restore latency.
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ACPI defines semantics for each device state inently only suspend upon system suspend. This
each device class. In practice, D1 and D2 arés probably not the path to industry leading bat-
often optional - as many devices support onlytery life.

on and off either because they are low-latency, ) ) _
or because they are simple. Device drivers should recognize when their de-

vice has gone idle. They should invoke a sus-
Linux-2.6 includes an updated device driverpend up-call to a power manager layer which
model to accommodate power manageniént. will decide if it really is a good idea to grant
This model is highly compatible with PCI and that request now, and if so, how. In this case by
ACPI. However, this vision is not yet fully re- calling the PCI or ACPI layer as appropriate.
alized. To do so, Linux needs a global power
policy manager.
6 ACPI as seen by bugzilla

5.6 Wanted: Generic Linux Run-time Power
Policy Manager

PCI device drivers today calpci_set Over the last year the ACPI developers have

power state()  to enter D-states. This uses Made heavy use of bugzitfato help prioritize
the power management capabilities in the PCfnd track 460 bugs. 17300 bugs are closed or re-
power management specification. solved, 160 are open!

The ACPI DSDT supplies methods for ACPI We cc:  acpi-bugzilla@lists.
enumerated devices to access ACPI D-state§ourceforge.net on these bugs, and

However, no driver calls into ACPI to enter D- We €ncourage the community to add that alias
states toda}? to ACPI-specific bugs in other bugzillas so that

the team can help out wherever the problems
Drivers shouldn’t have to care if they are powerare found.
managed by PCI or by ACPI. Drivers should be
able to up-call to a generic run-time power pol-We haven't really used the bugzilla priority
icy manager. That manager should know abouti€ld. Instead we've split the bugs into cate-

calling the PCI layer or the ACPI layer as ap-90ries and have addressed the configuration is-
propriate. sues first. This explains why most of the in-

terrupt bugs are resolved, and most of the sus-
The power manager should also put those repend/resume bugs are unresolved.
guests in the context of user-specified power
policy. Eg. Does the user want maximum per-We've seen an incoming bug rate of 10-
formance, or maximum battery life? Currently bugs/week for many months, but the new re-
there is no method to specify the detailed pol0rts favor the power management features

icy, and the kernel wouldn't know how to han- Over configuration, so we're hopeful that the
dle it anyway. torrent of configuration issues is behind us.

In a related point, it appears that devices cur-

4patrick Mochel, Linux Kernel Power Management,  6http://bugzilla.kernel.org/
OLS 2003. "The resolved state indicates that a patch is available
1SActually, the ACPI hot-plug driver invokes D-states, for testing, but that it is not yet checked into the ker-
but that is the only exception. nel.org kernel.
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Figure 6: ACPI bug profile

7 Future Work

7.1 Linux24

Going forward, | expect to back-port only crit-
ical configuration related fixes to Linux-2.4.

7.3

Linux 2.7

These feature gaps will not be addressed in
Linux 2.6, and so are candidates for Linux 2.7:

For the latest power management code, users

need to migrate to Linux-2.6.

7.2 Linux 2.6

Linux-2.6 is a “stable” release, so it is not
appropriate to integrate significant new fea-

tures. However, the power management side

of ACPI is widely used in 2.6 and there will be
plenty of bug-fixes necessary. The most visi-

pend/Resume work on more platforms.

Device enumeration is not abstracted in
a generic device driver manager that can
shield drivers from knowing if they're
enumerated by ACPI, PCI, or other.

Motherboard devices enumerated by
ACPI in the DSDT are ignored, and
probed instead via legacy methods. This
can lead to resource conflicts.

Device power states are not abstracted in
a generic device power manager that can
shield drivers from knowing whether to
call ACPI or PCI to handle D-states.

There is no power policy manager to
translate the user-requested power policy
into kernel policy.

No devices invoke ACPI methods to enter
D-states.

Devices do not detect that they are idle
and request of a power manager whether
they should enter power saving device
states.

There is no MP/SMT coordination of P-
states. Today, P-states are disabled on
SMP systems. Coordination needs to ac-
count for multiple threads and multiple
cores per package.

Coordinate P-states and T-states. Throt-
tling should be used only after the system
is put in the lowest P-state.

Idle states above C1 are disabled on SMP.

Enable Suspend in PAE modé.

/ _ 18PAE, Physical Address Extended—MMU mode to
ble will probably be anything that makes Sus-handle > 4GB RAM—optional 01886 , always used

onx86_64 .



» Enable Suspend on SMP.

* Tick timer modulation for idle power sav-
ings.

* Video control extensions. Video is a large
power consumer. The ACPI spec Video
extensions are currently in prototype.

» Docking Station support is completely ab-
sent from Linux.

* ACPI 3.0 features. TBD after the specifi-
cation is published.

7.4 ACPI3.0

Although ACPI 3.0 has not yet been published,
two ACPI 3.0 tidbits are already in Linux.

» PCI Express table scanning. This is the
basic PCI Express support, there will be
more coming. Those in the PCI SIG
can read all about it in the PCI Express
Firmware Specification.

» Several clarifications to the ACPI 2.0b
spec resulted directly from open source
development!® and the text of ACPI 3.0
has been updated accordingly. For exam-
ple, some subtleties of SCI interrupt con-
figuration and device enumeration.

When the ACPI 3.0 specification is published
there will instantly be a multiple additions to
the ACPI/Linux feature to-do list.

7.5 Tougher Issues

 Battery Life on Linux is not yet compet-
itive. This single metric is the sum of all
the power savings features in the platform,
and if any of them are not working prop-
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» Laptop Hot Keys are used to control
things such as video brightness, etc. ACPI
does not specify Hot Keys. But when they
work in APM mode and don’t work in
ACPI mode, ACPI gets blamed. There are
4 ways to implement hot keys:

1. SMP° handler, the BIOS handles
interrupts from the keys, and con-
trols the device directly. This acts
like “hardware” control as the OS
doesn't know it is happening. But
on many systems this SMI method is
disabled as soon as the system tran-
sitions into ACPI mode. Thus the
complaint “the button works in APM
mode, but doesn’'t work in ACPI
mode.”

But ACPI doesn’t specify how hot
keys work, so in ACPI mode one of
the other methods listed here needs
to handle the keys.

2. Keyboard Extension driver, such as
i8k . Here the keys return scan
codes like any other keys on the key-
board, and the keyboard driver needs
to understand those scan code. This
is independent of ACPI, and gener-
ally OEM specific.

3. OEM-specific ACPI hot key driver.
Some OEMs enumerate the hot
keys as OEM-specific devices in the
ACPI tables. While the device is
described in AML, such devices are
not described in the ACPI spec so
we can't build generic ACPI support
for them. The OEM must supply
the appropriate hot-key driver since
only they know how it is supposed
to work.

4. Platform-specific “ACPI” driver. To-
day Linux includes Toshiba and

erly, it comes out on this bottom line.

20SMI, System Management Interrupt; invisible to the

19FreeBSD deserves kudos in addition to Linux OS, handled by the BIOS, generally considered evil.
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Asus platform specific extension patch, so you can test the latest ACPI code
drivers to ACPI. They do not use combined with other recent updates thé&re.
portable ACPI compliant methods to

recognize and talk to the hot keys,
but generally use the methods above.:l'O Acknowledgments

The correct solution to the the Hot Key is- pMany thanks to the following people whose di-
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Brodowski, Bruno Ducrot, Bjorn Helgaas,
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8 Summary

Linux is a trademark of Linus Torvalds. Bit-
9 Resources Keeper is a trademark of BitMover, Inc.

The ACPI specification is published lattp:
[lwww.acpi.info

The home page for the Linux ACPI de-
velopment community is here:http://
acpi.sourceforge.net/ It contains nu-
merous useful pointers, including one to the
acpi-devel  mailing list.

The latest ACPI code can be found against var-
ious recent releases in the BitKeeper repos-
itories: http://linux-acpi.bkbits.

net/

Plain patches are available okernel.
org 2! Note that Andrew Morton currently
includes the latest ACPI test tree in thmm

2Ihttp://ftp.kernel.org/pub/linux/ 22http://ftp.kernel.org/pub/linux/
kernel/people/lenb/acpi/patches/ kernel/people/akpm/patches/
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Abstract As can be imagined, the type of changes neces-
sary to get a single Linux system to scale on a

In January 2003, SGI announced the SGI® Al-512 processor system or to support 4 terabytes
tix® 3000 family of servers. As announced, of memory are of a different nature than those
the SGI Altix 3000 system supported up ton€cessary to get Linux to scale up to a 64 pro-
64 Intel® Itanium® 2 processors and 512 GBCESSOr system, and the majority of this paper
of main memory in a single Linux® image. Will describe such changes.

AIt|>_< nIOWL_supportstup to 2(;36 prcl)qcessorsf 'MWhile much of this work has been done in
a single Linux system, and we ave_a ®Wihe context of a Linux 2.4 kernel, Altix is
early-adopter customers who are running 51 ow a supported platform in the Linux 2.6 se-

Processors in '?h single L'qu si/sttemt;) (t)therséies vww.kernel.org versions of Linux
areé running with as much as 4 1erabytes 0% g oot and run well on many small to mod-

me;ngry. .Th's pggg; (‘S)anues th;: v(\j/ork r.E'erate sized Altix systems), and our plan is to
ported on in our paper by descrl _port many of these changes to Linux 2.6 and

ir_lg the chaqges necessary to get Lir_1ux to effi'|oropose them as enhancements to the commu-
ciently run high-performance computing work- nity kernel. While some of these changes will
loads on such large systems. be unique to the Linux kernel for Altix, many
of the changes we propose will also improve
Introduction performance on smaller SMP and NUMA sys-
tems, so should be of general interest to the

At OLS 2003 [1], we discussed changes to-iNuX scalability community.
Linux that allowed us to make Linux scale to In the rest of this paper, we will first provide

64 processors for our high-performance COM3y prief review of the SGI Altix 3000 hard-

puting (HPC) workloads. Since then, we haveyare - Next we will describe why we believe

continued our scalability worl_<, anql We NOW that very large single-system image, shared-
support up to 256 processors in a single LinuXyemory machine can be more effective tools
image, and we have a few early-adopter cusgy, {pC than similar sized non-shared mem-

tomers who are running 512 processors in gy clysters. We will then discuss changes that

single-system image; other customers are runge made to Linux for Altix in order to make
ning with as much as 4 terabytes of memory.
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that system a more effective system for HPCThe SGI Altix Hardware
on systems with as many as 512 processors.

A second large topic of discussion will be the __ . . )

changes to support high-performance 1/O on! Nis section is condensed from [1] the reaQer
Altix and some of the hardware underloinningsshould refer to that paper for additional detalils.

for that support. We believe that the latter sefan Altix system consists of a configurable
of problems are general in the sense that theyymber of rack-mounted units, each of which
apply to any large scale NUMA system and thesg refers to as #rick. The most common
solutions we have adopted should be of generg{ e of brick is the C-brick (or compute brick).
interest for this reason. A fully configured C-brick consists of two sep-
garate dual-processor Intel Itanium 2 systems,

Even though this paper is focused on th S .
changes that we have made to Linux to of.8ach of which is a bus-connected multiproces-

fectively support very large Altix platforms, it °" ornode
should be remembered that the total number of, 5qdition to the two orocessors on the bus,

such changes is small in relation to the overiphere is also a SHUB chip on each bus. The
all size of the Linux kernel and its support- squUB is a proprietary ASIC that (1) acts as
ing software. SGl is committed to SUPpOrt- 3 memory controller for the local memory,

ing the Linux community and continues to sup-(2) provides the interface to the interconnec-

port Linux for Altix as a member of the Linux tjon network, (3) manages the global cache co-

family of kernels, and in general to support bi- yerency protocol, and (4) some other functions
nary compatibility between Linux for Altix and 55 discussed in [1].

Linux on other Itanium Processor Family plat-
forms. Memory accesses in an Altix system are either

_ _ local (i.e., the reference is to memory in the

this paper have already been submitted to th&yB detects whether a reference is local, in
community for consideration for inclusion in \yhich case it directs the request to the mem-
Linux 2.6. In other cases, the changes are Ungry on the node, or remote, in which case it
der evaluation to determine if they need t0 b&gpwards the request across the interconnection

added to Linux 2.6, or whether they are fixespetwork to the SHUB chip where the memory
for problems in Linux 2.4.21 (the current prod- reference will be serviced.

uct base for Linux for Altix) that are no longer

presentin Linux 2.6. Local memory references have lower latency;
the Altix system is thus a NUMA (non-uniform

Finally, this paper contains forward-looking memory access) system. The ratio of remote to

statements regarding SGI® technologies anghqg) memory access times on an Altix system

third-party technologies that are subject toyaries from 1.9 to 3.5, depending on the size

risks and uncertainties. The reader is cautionegs the system and the relative locations of the

not to rely unduly on these forward-looking processor and memory module involved in the
statements, which are not a guarantee of futurggsfer.

or current performance, nor are they a guaran-

tee that features described herein will or will The cache-coherency policy in the Altix sys-

not be available in future SGI products. tem can be divided into two levelsiocal
andglobal. The local cache-coherency proto-
col is defined by the processors on the local
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bus and is used to maintain cache-coherencgnapping of grid points to a node determines
between the Itanium processors on the bughe computational load on the node. Some grid
The global cache-coherency protocol is imple{points may be located near more rapidly chang-
mented by the SHUB chip. The global proto-ing parts of computation, resulting in higher
col is directory-based and is a refinement of thecomputational load. Balancing this over time
protocol originally developed for DASH [2].  requires moving grid points from node to node

. . ) in a cluster, where in a shared memory system
The Altix system interconnection network Usesgch re-balancing is typically simpler.

routing bricks to provide connectivity in sys-
tem sizes larger than 16 processors. In systen(®) Access to large global data sets is simpli-
with 128 or more processors a second layefied. Often, the parallel computation depends
of routing bricks is used to forward requestson a large data set describing, for example, the
among subgroups of 32 processors each. Tharecise dimensions and characteristics of the
routing topology is a fat-tree topology with ad- physical object that is being modeled. This
ditional “express” links being inserted to im- data set can be too large to fit into the node
prove performance. memories available on a clustered machine, but
it can readily be loaded into memory on a large
shared memory machine.
Why Big SSI?
(6) Not everything fits into the cluster model.
While many production codes have been con-
In this section we discuss the rationale forverted to message passing, the overall compu-
building such a large single-system imagetation may still contain one or more phases that
(SSI) box as an Altix system with 512 CPU’s are better performed using a large shared mem-
and (potentially) several TB of main memory: ory system. Or, there may be a subset of users
of the system who would prefer a shared mem-

ry paradigm to a message passing one. This
and easier to manage than a cluster. One c Y P g gep g

. . n be a particularly important consideration in
simulate message passing on shared memorpérge data-center environments.
but not the other way around. Software for
cluster management and system maintenance
exists, but can be expensive or complex to uséKernel Changes

(1) Shared memory systems are more flexibl

(2) Shared memory style programming is gen-

erally simpler and more easily understood tharin this section we describe the most significant
message passing. Debugging of code is oftekernel problems we have encountered in run-
simpler on a SSI system than on a cluster. ~ hing Linux on a 512 processor Altix system.

(3) It is generally easier to port or write Cache line and TLB Conflicts
codes from scratch using the shared memory

paradigm. Additionally it is often possible to ] _ _
simply ignore large sections of the code (e_g_Cache line conflicts occur in every cache-

those devoted to data input and output) andgoherent multiprocessor system, to one extent
only parallelize the part that matters. or another, and whether or not the conflict ex-

hibits itself as a performance problem is depen-
(4) A shared memory system supports easedent on the rate at which the conflict occurs and
ier load balancing within a computation. Thethe time required by the hardware to resolve
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the conflict. The latter time is typically propor- and another field (or fields) that are frequently
tional to the number of processors involved inread by other CPUs.

the conflict. On Altix systems with 256 proces- o ) )
sors or more, we have encountered some cachi'0ther significant bottleneck is the ia64
line conflicts that can effectively halt forward d0_gettimeofday() with its use of
progress of the machine. Typically, these con©MPXChg . That operation is expensive on
flicts involve global variables that are updatedMOSt architectures, and concurr@mpxchg
at each timer tick (or faster) by every processofPerations on a common memory location

in the system. scale worse than concurrent simple writes from
multiple CPUs. On Altix, four concurrent user
One example of this kind of problem is the de-gettimeofday/() system calls complete in

fault kernel profiler. When we first enabled almost an order of magnitude more time than a
the default kernel profiler on a 512 CPU sys-singlegettimeofday() ; eight are 20 times
tem, the system would not boot. The reasorslower than one; and the scaling deteriorates
was that once per timer tick, each processononlinearly to the point where 32 concurrent
in the system was trying to update the pro-system calls is 100 times slower than one. At
filer bin corresponding to the CPU idle routine. the present time, we are still exploring a way to
A work around to this problem was to initial- improve this scaling problem in Linux 2.6 for
ize prof_cpu_mask to CPU_MASK_NONE Altix.

instead of the default. This disables profil-

ing on all processors until the user sets the/Vhile moving data to per-processor storage is
prof_cpu_mask . often a solution to the kind of scaling problems

we have discussed here, it is not a panacea,
Another example of this kind of problem was particularly as the number of processors be-
when we imported some timer code fromcomes large. Often, the system will want to
Red Hat® AS 3.0. The timer code includedinspect some data item in the per-processor
a global variable that was used to account fostorage of each processor in the system. For
differences between HZ (typically a power of small numbers of processors this is not a prob-
2) and the number of microseconds in a seclem. But when there are hundreds of proces-
ond (nominally 1,000,000). This global vari- sors involved, such loops can cause a TLB miss
able was updated by each processor on eadwach time through the loop as well as a cou-
timer tick. The result was that on Altix sys- ple of cache-line misses, with the result that
tems larger than about 384 processors, forwarthe loop may run quite slowly. (A TLB miss
progress could not be made with this versionis caused because the per-processor storage ar-
of the code. To fix this problem, we made thiseas are typically isolated from one another in
global variable a per processor variable. Thehe kernel's virtual address space.)
result was that the adjustment for the differ-
ence between HZ and microseconds is done off Such 100ps turn out to be bottlenecks, then

a per processor rather than on a global basi¢/hat one must often do is to move the fields
and now the system will boot. that such loops inspect out of the per-processor

storage areas, and move them into a global
Still other cache line conflicts were remediedstatic array with one entry per CPU.
by identifying cases of false cache line sharing o o
i.e., those cache lines that inadvertently contaid™? €xample of this kind of problem in Linux

a field that is frequently written by one CPU 2.6 for Altix is the current allocation scheme
of the per-CPU run queue structures. Each
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per-CPU structure on an Altix system requiresurations.

a unique TLB to address it, and each struc- )

ture begins at the same virtual offset in a pagel " xample, we discovered that at 256 pro-
which for a virtually indexed cache means thatc€SS0rs and above, we encountered a live lock
the same fields will collide at the same in-€arly in system boot because hundreds of idle
dex. Thus, a CPU scheduler that wishes td>PUs are load-balancing and are racing in con-
do a quick peek at every other CPUs_ tent!on on one or a few busy CPUs. The con-
running  orcpu_load  will not only suffer a tention is so severe that the busy CPU’s sched-

TLB miss on every access, but will also likely uler cannot itself acquire _its own run queue
suffer a cache miss because these same virtu!CK, and thus the system live locks.

offsets will collide in the cache. Cache col- 5 remedy we applied in our Altix 2.4-based
oring of_these addresses WO_UId be one way Rernel was to introduce a progressively longer
solye th_'s problem_; we are still explorlng WaYS hack off between successive load-balancing at-
to fix this problem in Linux 2.6 for Altix. tempts, if the load-balancing CPU continues
to be unsuccessful in finding a task to pull-
Lock Conflicts migrate. Perhaps all the busiest CPU’s tasks
are pinned to that CPU, or perhaps all the

A cousin of cache line conflicts are the locktasks are still cache-hot. Regardless of the

lock bottleneck is a cache line conflict. For CPU delaying the next load-balance attempt
aspinlock_t  the conflict is thecempxchg ~ BY another incremental increase in time. This

operation on the word that signifies whether o@lgorithm effectively solved the live lock, as

not the lock is owned. For evlock t the Well as improved other high-contention con-
conflict is the cmpxchg or fetch-and-add OIO_flicts on a busiest CPU’s run queue lock (e.g.,
eration on the count of the number of reao|_aI\./vays finding pinned tasks that can never be
ers or the bit signifying whether or not the Migrated).

lock is owned exclusively by a writer. For a
seqlock_t the conflict is the increment of
the sequence number.

This load-balance back off algorithm did not
get accepted into the early 2.6 kernels. The lat-
est 2.6.7 CPU scheduler, as developed by Nick

For some lock conflicts, such as tmeu_ Piggin, incorporates a similar back off algo-
ctriblk.mutex the remedy is to make the fithm. However, this algorithm (at least as it
flicts, the most effective remedy is to reduce@r® continuing to investigate this matter.

the use of the lock.

The O(1) CPU scheduler replaced the globa|:)age Cache

runqueue_lock  with per-CPU run queue

locks, and replaced the global run queue witiVlanaging the page cache in Altix has been a
per-CPU run queues. While this did substanchallenging problem. The reason is that while
tially decrease the CPU scheduling bottlenecla large Altix system may have a lot of memory,

for CPU counts in the 8 to 32 range, additionaleach node in the system only has a relatively
effort has been necessary to remedy additionamall fraction of that memory available as lo-

bottlenecks that appear with even large configeal memory. For example, on a 512 CPU sys-
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tem, if the entire system has 512 GB of mem-mon kswapd that is responsible for causing
ory, each node on the system has only 2 GB opage-cache pages to be deallocated. However,
local memory; less than 0.4% of the availablein many situations we have encountered, even
memory on the system is local. When you conthough multiple nodes of the system would be
sider that it is quite common on such systemsompletely out of local memory, there would
to deal with files that are tens of GB in size, itstill be lots of free memory elsewhere in the
is easy to understand how the page cache couklystem. As a resulkswapd will never start.
consume all of the memory on several nodes irOnce the system gets into such a state, the
the system just doing normal, buffered-file 1/0.local memory on those nodes can remain al-

located entirely to page-cache pages for very

Stated another way, this is the challenge of gong stretches of time since as far as the ker-
large NUMA system: all memory is address-pe| i concerned there is no memory “pres-

able, but only a tiny fraction of that memory ¢, e» 19 get around this problem, particu-

is local. Users of NUMA systems need 10 g1y for benchmarking studies, users have of-
place their most frequently accessed data in 1oga, resorted to programs that allocate and touch
cal memory; this is crucial to obtain the max- 5| of the memory on the system, thus causing

imum performance possible from the systemkswapd to wake up and free unneeded buffer
Typically this is done by allocating pages on as5cne pages.

first-touch basis; that is, we attempt to allocate

a page on the node where it is first referencedWe have dealt with this problem in a number
If all of the local memory on a node is con- of ways, but the first approach was to change
sumed by the page cache, then these local stopage_cache_alloc() so that instead
age allocations will spill over to other (remote) of allocating the page on the local node, we
nodes, the result being a potentially significantspread allocations across all nodes in the
impact on program performance. system. To do this, we added a new GFP

o o flag: GFP_ROUND_ROBIBNd a new proce-
Similarly, it is important that the amount of §,re:  alloc pages_round_robin()

free memory be balanced across idle nodes igjjoc pages_round_robin() main-
the system. An imbalance could lead to sOM&,ins a counter in per-CPU storage: th
components of a parallel computation running.qnter is incremented on each call to
slower than others because not all componentﬁage cache_alloc() _ The value of the

of the computation were able to allocate theircounter, modulus the number of nodes in

memory entirely out of local storage. Since theyo system, is used to select thenelist
overall speed of parallel computation is deter-

: _ A passed to__alloc_pages() . Like other
mined by the execution of its slowest compo-n A implementations, in Linux for Altix

nent, the performance of the entire applicationnere is azonelist  for each node. and the
can be impacted by a non-local storage allocasgnejist s are sorted in nearest neighbor

tion on only a few nodes. order with thezone for the local node as the

One might think thabdflush  or kupdated first entry of thezonelist . The result is that

(in a Linux 2.4 system) would be responsi-€ach timépage_cache_alloc() is called,

ble for cleaning up unused page-cache pageg.]e returned page is allocated on thg next node
As the OLS reader knows, these daemond! S€duence, or as close as possible to that
are responsible not for deallocating page-cachQOde'

pages, but cleaning them.

e

Itis the swap daerhe rationale for allocating page-cache pages
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in this way is that while pages are local re-cases where storage allocation was tight across
sources, the page cache is a global resource, uhe entire system. In such situations, the sys-
able by all processes on the system. Thus, evelem would often start running the synchronous
if a process is bound to a particular node, inswapping code even though most (if not all) of
general it does not make sense to allocate pagéie page-cache pages on the system were clean
cache pages just on that node, since some othand unreferenced outside of the page-cache.
process in the system may be reading that sam#&ith the very-large memory sizes typical of
file and hence sharing the pages. So instead alur larger Altix customers, entering the syn-
flooding the current node with the page-cachehronous swapping code needs to be avoided
pages for files that processes on that node havkat all possible since this tends to freeze the
opened, we “tax” every node in the system withsystem for 10s of seconds. Additionally, the
a fraction of the page-cache pages. In thisound robin allocation fixes did not solve the
way, we try to conserve a scarce resource (locgiroblem of poor and unrepeatable performance
memory) by spreading page-cache allocationsn benchmarks due to the existence of signif-
over all nodes in the system. icant amounts of page-cache storage left over

_ from previous executions.
However, even this step was not enough to keep

local storage usage balanced among nodes ifo solve these problems, we introduced a rou-
the system. After reading a 10 GB file, for tine calledoss_buffer_cache_pages
example, we found that the node where thenode() (referred to here asoss() , for
reading process was running would have up tdrevity). In a related change, we made the
40,000 pages more storage allocated than othactive and inactive lists per node rather than
nodes in the system. It turned out the reason foglobal. toss()  first scans the inactive list
this was that buffer heads for the read operafon a particular node) looking for idle page-
tion were being allocated locally. To solve thiscache pages to release back to the free page
problem in our Linux 2.4.21 kernel for Altix, pool. If not enough such pages are found
we modifiedkmem_cache_grow() so that on the inactive list, then the active list is
it would pass th&sFP_ROUND_ROBIffagto also scanned. Finally, ifoss() has not
kmem_getpages() with the result that the called shrink_slab_caches() recently,
slab caches on our systems are now also alldhat routine is also invoked in order to more
cated out of round-robin storage. Of courseaggressively free unused slab-cache entries.
this is not a perfect solution, since there are sittoss()  was patterned after the main loop
uations where it makes perfect sense to allocatef shrink_caches() except that it would

a slab cache entry locally; but this was an expenever callswap_out() and if it encountered
dient solution appropriate for our product. Fora page that didn't look to be easily free able, it
Linux 2.6 for Altix we would like to see the would just skip that page and go on to the next
slab allocator be made NUMA aware. (Man-page.

fred Spraul has created some patches to do this

and we are currently evaluating these changes/} C@ll to toss() ~ was added in_alloc_
pages() in such a way that if allocation on

The previous two changes solved many of thehe current node fails, then before trying to al-
cases where a local storage could be exhaustédcate from some other node (i. e. spilling
by allocation of page-cache pages. Howevero another node), the system will first see if
they still did not solve the problem of local al- it can free enough page-cache pages from the
locations spilling off node, particularly in those current node so that the current node alloca-
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tion can succeed. In subsequent allocatiomne-quarter the main memory size, the 256 GB
passesfoss() is also called to free page- example discussed above would continue to
cache pages on nodes other than the curresbmpletion without the OOM Kkiller being in-
one. The result of this change is that clearvoked. I/O performance during this phase was
page-cache pages are effectively treated as fragpically one-half of what the hardware could
memory by the page allocator. deliver, since two I/O operations often had to
) be completed: one to read the data in from
At the same time that theoss() code he swap device, and one to write the data to
was added, we added a new user COMgg gytput file. Additionally, while the swap
mandbcfree that could be used to free all g-5n was active, the system was very sluggish.

idle page-cache pages. (On thealloc_ These problems led us to search for another so-
pages() path,toss() would only try to | tion.

free 32 pages per node.) Thefree com-

mand was intended to be used only for resetEventually what we developed is an aggressive
ting the state of the page cache before running method of trimming the page cache when it
benchmark, and in lieu of rebooting the systenstarted to grow too big. This solution involved
in order to get a clean system state. Howeverseveral steps:

our customers found that this command could _ _

be used to reduce the size of the page cactd) We first added a new page list, the
and to avoid situations where large amountd€claim_list . This increased the size of
of buffered-file 1/0 could force the system to S'UCt page by another 16 bytes. On our
begin swapping. Sincbcfree  kills the en-  Systemstruct page is allocated on cache-
tire page-cache, however, this was regarde@!igned boundaries anyway, so this really did
as a substandard solution that could also huffOt cause an increase in storage, since the cur-

read performance of cached data and we begd§"t Struct page  size was less than 112
looking for another way to solve this “BIGIO” PYtes. Pages were added to the reclaim list
problem. when they were inserted into the page cache.
The reclaim list is per node, with per node
Just to be specific, the BIGIO problem we werelocking. Pages were removed from the reclaim
trying to solve was based on the behavior of outist when they were no longer reclaimable; that
Linux 2.4.21 kernel for Altix. A customer re- is, they were removed from the reclaim list
ported that on a 256 GB Altix system, if 200 when they were marked as dirty due to buffer
GB were allocated and 50 GB free, that if thefile-1/O or when they were mapped into an ad-
user program then tried to write 100 GB of datadress space.
out to disk, the system would start to swap, o
and then in many cases fill up the swap spacd?) We rewroteoss()  to scan the reclaim list
At that point our Out-of-memory (OOM) killer mstez_;ld of the inactive and z_;lctlve lists. Herein
would wake up and kill the user program! (SeeVe Will refer to the new version dbss() ~ as
the next section for discussion of our OOM t0ssS_fast()

killer changes.) (3) We introduced a variant glage_cache_

Initially we were able to work around this &10C0) called page_cache_alloc_
problem by increasing the amount of swapliMmited) . Associated with this new
space on the system. Our experiments showe@utine were two control variables settable

that with an amount of swap space equal t¢/ia Sysctl)  : page_cache_limit  and
page_cache_limit_threshold
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(4) We modified the generic_file_ limit enforced at file write time is also an effec-
write() path to call page_cache_ tive limit on the size of the page cache due to
alloc_limited() instead of page_ file reads.

cache_alloc() . page_cache_alloc_ _ _ _ .
limited() examines the size of the pageFlnaIIy, the rationale for delaying the calling

cache. If the total amount of free memory @Sk wherpage_cache_reduce()  fails is
in the system is less thapage cache that we do not want the system to start swap-

limit_threshold and the size of the page PiNg to make space for new buffered /O pages,
cache is larger thapage_cache_limit  since that will reduce I/O bandwidth by as

then page_cache_alloc_limited() much as_one-ha_\lf anyway, as well as take a lot
calls page__cache__reduc;z() to free Of CPUtime to figure out which pages to swap

enough page-cache pages on the system fyt. Soitis better to reduce the 1/O bandwidth
bring the page cache size down belpage directly, by limiting the rate of requested I/O,
cache limit . Ifthis succeeds themage_ instead of allowing that 1/O to proceed at rate

cache_alloc_limited() calls page that causes the system to be overrun by page-
cache_alloc  to allocate the page. If not, Cache pages.

then we wakeugbdflush ~ and the current Thus far, we have had good experience with
thread is put to sleep for 30ms (a tunablethis algorithm. File 1/O rates are not substan-

parameter) tially reduced from what the hardware can pro-

The rationale for thereclaim list and Vide, the system does not start swapping, and
toss_fast() was that when we needed to the system remains responsive and usable dur-

trim the page cache, practically all pages inn9 the period of time when the BIGIO is run-
the system would typically be on the inactive "'N9-

list. _ Th? ex_lstlngtoss() routine scanned course, this entire discussion is specific to
the inactive list and thus was too slow to Ca”Linux 2.4.21. For Linux 2.6, we have plans to

from g?nirlc_flle_wrlte he | ) l_\/lorcla_over, evaluate whether this is a problem in the sys-
most of the pages on the Inactive list Were, ., 4 a1 1n particular, we want to see if an

not reclaimable anyway. Most of the pagesappropriate setting fovm_swappiness to

on thereclaim_list are reclaimable. As zero can eliminate the “BIGIO causes swap-
a resulttoss___fast() runs meCh faster and ing” problem. We also are interested in eval-
is more efficient at relt_aasmg idle page-cach ating the recent set of VM patches that Nick
pages than the old routine. Piggin [6] has assembled to see if they elimi-
The rationale for th@age_cache_limit_ nate this problem for systems of the size of a

threshold  in additon to the page_ large Altix.

cache_limit is that if there is lots of free

memory then there is no reason to trim the pag&/M and Memory Allocation Fixes

cache. One might think that because we only

trim the page cache on the file write path thatn addition to the page-cache changes de-
this approach would still let the page cachescribed in the last section, we have made a
to grow arbitrarily due to file reads. Unfortu- number of smaller changes related to virtual
nately, this is not the case, since the Linux kerimemory and paging performance.

nel in normal multiuser operation is constantly

writing something to the disk. So, a page cachéN€ Set of such changes increased the paral-
lelism of page-fault handling for anonymous
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pages in multi-threaded applications. Thesgage_table_lock starts to become a sig-
applications allocate space using routines thatificant bottleneck. For the largest number of
eventually callmmap(); the result is that processors, even the time for the Linux for Al-
when the application touches the data area foix case is starting to increase again. We be-
the first time, it causes a minor page fault.lieve that this is due to contention for the ad-
These faults are serviced while holding thedress spacelsimapsemaphore.
address spacejsage _table lock . If the

address space is large and there are a large ©00 A AN
number of threads executing in the address : :

space, this spinlock can be an initialization- 500 7\ == S
time bottleneck for the application. Examina- . baseline 2.4 —+—
. Linux 2.4 for Altix —5—
tion of the handle_mm_fault() path for 400 [\ R e

this case shows that tipage_table_lock

is acquired unconditionally but then released as
soon as we have determined that this is a not-
present fault for an anonymous page. So, we
reordered the code checks vandle_mm_
fault() to determine in advance whether or
not this was the case we were in, and if so, to
skip acquiring the lock altogether.

300 o\ R R R A

200 [\ A Dy S

Time to Touch Data (Seconds)

oo RN AR

The second place thpage_table lock Number of Processors
was used on this path was in
do_anonymous_page() . Here, the Flgure 1:Time toinitially touch 96 GB of data.

lock was re-acquired to make sure that the

process of allocating a page frame and filling_ =~ ) _ _
in the pte is atomic. On Itanium, stores tOThIS is particularly important for HPC applica-

page-table entries are normal stores (that idions since OpenMP™ [5], a common parallel
the set_pte macro evaluates to a simple Programming model for FORTRAN, is imple-
store). Thus. we can useEnpxchg to update mented using a single address space, multiple-

the pte and make sure that only one thread'réad programming model. The optimization

allocates the page and fills in the pte. Thedescribed here is one of the reasons that Al-

compare and exchange effectively lets us lockiX Nas recently set new performance records
on each individual pte So, for A|t|X, we for the SPEC® SPECOmp@ L2001 benchmark

have been able to completely eliminate thd 7
page_table lock from this particular
page-fault path.

While the above measurements were taken us-
ing Linux 2.4.21 for Altix, a similar problem

The performance improvement from this exists in Linux 2.6. For many other architec-
change is shown in Figure 1. Here we show thdur€S: this same kind of change can be made;
time required to initially touch 96 GB of data. 1386 is one of_the exceptl_onS to thl_s statement.
As additional processors are added to the prop//e @ré planning on porting our Linux 2.4.21
lem, the time required for both the baseline-225€d changes to Linux 2.6 and submitting the
Linux and Linux for Altix versions decrease changes to the Linux community for inclusion

until around 16 processors. At that point the! Linux 2.6. This may require moving part

of do_anonymous_page() to architecture
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dependent code to allow for the fact that notond count limits the number of pages assigned
all architectures can use the compare and exo a/dev/izero  mapping to2%. Neither
change approach to eliminate the use of th@ne of these counts is particularly useful for
page_table lock in do_anonymous_ a/dev/izero  mapping. We eliminated this
page() . However, the performance improve- lock and obtained a dramatic performance im-
ment shown in Figure 1 is significant for Altix provement for this micro-benchmark (at 512
so we would we would like to explore some CPUs the improvement was in excess of 800x).
way of incorporating this code into the main- This optimization is important in decreasing
line kernel. startup time for large message-passing appli-

o ~__ cations on the Altix system.
We have encountered similar scalability lim-

itations for other kinds of page-fault behav- A related change is to distribute the count of
ior. Figure 2 shows the number of page faultspages in the page cache from a single global
per second of wall clock time measured forvariable to a per node variable. Because ev-
multiple processes running simultaneously anary processor in the system needs to update
faulting in a 1 GB/dev/zero  mapping. Un- the page-cache count when adding or remov-
like the previous case described here, in thisng pages from the page cache, contention for
case each process has its own private mappinghe cache line containing this global variable
(Here the number of processes is equal to thbecomes significant. We changed this global
number of CPUs.) The dramatic difference be-count to a per-node count. When a page is in-
tween the baseline 2.4 and 2.6 cases and Linuserted into (or removed from) the page cache,
for Altix is due to elimination of a lock in the we update the page cache-count on the same
super block fordev/zero . node as the page itself. When we need the
total number of pages in the page cache (for
los07 Lo s example if someone reafgoc/meminfo )

g : SO we run a loop that sums the per node counts.
3 ] However, since the latter operation is much less
frequent than insertions and deletions from the
page cache, this optimization is an overall per-
formance improvement.

1e+06 [

Another change we have made in the VM
subsystem is in the out-of-memory (OOM)

Page Faults/second (wall clock)

100000 G22% ) . )
: : : 3 killer for Altix. In Linux 2.4.21, the
~ 2.4 baseline —o— ] OOM Kkiller is called from the top of
I Linux 2.4 for Altix -+ . il .
. 2.6 baseline -3~ ] memory-free and swap-out call chaieom_
10000 bl el kill() is called from try _to_free
1 10 100 pages zone() when calls toshrink

CPUS caches() at memory priority levels 6

Figure 2: Page Faults per Second of Wall Clock through 0 have all failed. Insiceom_kill()

Time. a number of checks are performed, and if any
of these checks succeed, the system is declared
to not be out-of-memory. One of those checks
is “if it has been more than 5 seconds since
oom_kill() was last called, then we are not

The lock in the super block protects two
counts: One count limits the maximum num-
ber of/dev/izero  mappings t®%; the sec-
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OOM.” On alarge-memory Altix system, it can of HUGETLB pages. The existing implemen-
easily take much longer than that to completdation in Linux 2.4.21 allocates HUGETLB
the necessary calls tehrink_caches() . pages to an address spacenatap() time (see
The result is that an Altix system never goeshugetlb_prefault() ); it also zeroes the
OOM in spite of the fact that swap space is full pages at this time. This processing is done by
and there is no memory to be allocated. the thread that makes themap() call. In

particular, this means that zeroing of the al-
It seemed to us that part of the problem hergy.ated HUGETLB pages is done by a sin-

is the amount of time it can take for a SWaPgle processor. On a machine with 4 TB of
fullcondition (readily detectable irtry_ memory and with as much memory allocated
to_swap_out()  to bubble all the way up 5 HUGETLB pages as possible, our measure-
to the top level intry_to_free_pages_ ments have shown that it can take as long as
zone() , especially on a large memory ma- 5 00 seconds to allocate and zero all available
chine. To solve this problem on Altix, we {yGETLB pages. Worse yet, the thread that
decided to drive the OOM Kkiller directly off 4eg this operation holds the address space’s
of detection of swap-space-full condition Pro- mmap_semand thepage_table_lock for
vided that the system also continues 10 try Qg entire 5,000 seconds. Unfortunately, many
swap out additional pages. A count of the.gmmands that query system state (Suchsas
number of successful swaps and unsuccesgy gy also wish to acquire one of these locks.

ful swap attempts is maintained iry_to_ The resultis that the system appears to be hung
swap_out() . If, in a 10 second interval, the {5 the entire 5.000 seconds.

number of successful swap outs is less than
one percent of the number of attempted swapVe solved this problem on Altix by changing
outs, and the total number of swap out attemptshe implementation of HUGETLB page allo-
exceeds a specified threshold, thign to cation fromprefaultto allocate on fault Many
swap_out() ) will directly wake the OOM others have created similar patches; our patch
killer thread (also new in our implementation). was unique in that it also allowed zeroing of
This thread will wait another 10 seconds, andpages to occur in parallel if the HUGETLB
if the out-of-swap condition persists, it will in- page faults occurred on different processors.
voke oom_kill() to select a victim and kill This was crucial to allow a large HUGETLB
it. The OOM killer thread will repeat this sleep page region to be faulted into an address space
and kill cycle until it appears that swap spacein parallel, using as many processors as possi-
is no longer full or the number of attempts toble. For example, we have observed speedups
swap out new pages (since the thread went tof 25x using 16 processors to touch O(100 GB)
sleep) falls below the threshold. of HUGETLB pages. (The speedup is super
_ ) ) ) linear because if you use just one processor
In our experience, this has mgde mvoce}tlon oft has to zero many remote pages, whereas if
the OOM killer much more reliable t_han |F Was oy use more processors, at least some of the
before, at_least on AItlx_. Once again, this IM-hages you are zeroing are local or on nearby
plementation was for I__|nux _2.4.21; we are inpogdes) Assuming we can achieve the same
the process _of eval_uatlng this problem anc_i th&ind of speedup on a 4 TB system, we would
associated fix on Linux 2.6 at the present time a4y ce the 5.000 second time stated above to

Another fix we have made to the VM sys- 200 seconds.

tem in Linux 2.4.21 for Altix is in handling Recently, we have worked with Kenneth Chen
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to get a similar set of changes proposed foular problem.
Linux 2.6 [3]. Once this set of changes is ac-
cepted into the mainline this particular problem
will be solved for Linux 2.6. These changes are
also necessary for Andi Kleen’s NUMA place-

ment algorithms [4] to apply to HUGETLB One of the design goals for the Altix system

pages, since otherwise pages are placed ﬁ that it support standard PCI devices and
hugetlb_prefault() time. their associated Linux drivers as much as pos-

sible. In this section we discuss the perfor-
A final set of changes is related to large kernelmance improvements built into the Altix hard-
tables. As previously mentioned, on an Altix ware and supported through new driver inter-
system with 512 processors, less than 0.4% ofaces in Linux that help us to meet this goal

the available memory is local. Certain tables inwith excellent performance even on very large
the Linux kernel are sized to be on the order ofaltix systems.

one percent of available memory. (An exam-
ple of this is the TCP/IP hash table.) Allocat- According to the PCI specification, DMA
ing a table of this size can use all of the localwrites and PIO read responses are strongly or-
memory on a node, resulting in exactly the kinddered.  On large NUMA systems, however,
of storage-allocation imbalance we developed®MA writes can take a long time to complete.
the page-cache changes to solve. To avoid thigince most P10 reads do not imply completion
problem, we also implement round-robin allo- Of @ previous DMA write, relaxing the ordering
cation of these large tables. Our current techtules of DMA writes and PIO read responses
nique usewm_alloc()  to do this. Unfor- can greatly improve system performance.
tunately, this is not portable across all archi- . o

. . : .__Another large system issue relates to initiating
tectures, since certain architectures have lim-

. P10 writes from multiple CPUs. PIO writes
ited amounts of space that can be allocated b . :

o rom two different CPUs may arrive out of or-
vm_alloc() . Nonetheless, this is a change

) : .~ ~der at a device. The usual way to ensure order-
that we need to make; we are still exploring

wavs of making this chanae accentable to th ing is through a combination of locking and a
ay g g P %IO read (see Documentation/io_ordering.txt).
Linux community.

On large systems, however, doing this read can

Once we have solved the initial allocation be very expensive, particularly if it must be or-
problem for these tables, there is still the prob-dered with respect to unrelated DMA writes.

lem of getting them appropriately sized for anFinaIIy, the NUMA nature of large machines

Altix system. Clearly if there are 4 TB of main o ) .
make some optimizations obvious and desir-

memory, it does not make much sense to auoéble Manv devices use so-called consis-
cate a TCP/IP hash table of 40 GB, particularly, = y

since the TCP/IP traffic into an Altix system tent system memory for retrieving commands

: . . and storing status information; allocating that
does not increase with memory size the way : : )
emory close to its associated device makes

one might expect it to scale with a traditional m
: sense
Linux server. We have seen cases where sys-
tem performance is significantly hampered duq\/I .
. k — Pl f

to lookups in these overly large tables. At the aking non-dependent PIO reads fast
moment, we are still exploring a solution ac-
ceptable to the community to solve this partic-

I/O Changes for Altix

Inits 1/0O chipsets, SGI chose to relax the order-

ing between DMAs and PIOs, instead adding
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a barrier attribute to certain DMA writes (to Type of PIO Time (ns)
consistent PCI allocations on Altix) and to in- normal PIO read 4889
terrupts. This works well with controllers that relaxed PIO read 1646

use DMA writes to indicate command com-

pletions (for example a SCSI controller with a
qgsy system

response queue, where the response queue

allocated usingci_alloc_consistent ,

so that writes to the response queue have thg ghecification—the author is hopeful! Either
barrier attribute). When we ported Linux to way, it does give hardware vendors who want

Altix, this behavior became a problem, be-, 5 nnort Linux some additional flexibility in
cause many Linux PClI drivers use PO read regqjr design.

sponses to imply a status of a DMA write. For

example, on an IDE controller, a bit status reg-

ister read is performed to find out if a command©rdering posted writes efficiently
is complete (command complete status implies

that DMA writes of that command's data are o, many platforms, PIO writes from different
completed). As aresult, SGI had to implementcpys will not necessarily arrive in order (i.e.,

a rather heavyweight mechanism to guarantég,ey may be intermixed) even when locking is
ordering of DMA writes and PIO reads. This ;saq. since the platform has no way of know-

mechanism involves doing an explicit flush ofing whether a given PIO read depends on pre-
DMA write data after each PIO read. ceding writes, it has to guarantee that all writes

For the cases in which strong ordering of PIo"ave completed before allowing a read trans-

read responses and DMA writes are not necction to complete. So performing a read prior

essary, a new APl was needed so that driverd "€léasing a lock protecting a region doing

could communicate that a given PIO read rewrites is sufficient to guarantee that the writes

sponse could used relaxed ordering with re&'Tve in the correct order.

spect to prior DMA writes. Theread_

Table 2: Normal vs. relaxed PIO reads on a

, However, performing PIO reads can be an ex-
relaxed  API [8] was added early in the 2.6 onsjve operation, especially if the device is on
series for this purpose, and mirrors the normal, istant node. SGI chipset designers foresaw

read routines, which have variants for variousg problem, however, and provided a way to
sized reads. ensure ordering by simply reading a register

The results below show how expensive a norioM the chipset on the local node. When the

mal PIO read transaction can be, especially ofiegister indicates that all PIO writes are com-
a system doing a lot of /O (and thus DMA). plete, it means they have arrived at the chipset
attached to the device, and so are guaranteed

Type of PIO Time (ns) to arrive at the device in the intended order.
normal PIO read 3875 The SGI sn2 specific portion of the Linux ia64
relaxed PIO read 1299 port (sn2 is the architecture name for Altix in

the Linux kernel source tree) provides a small
Table 1: Normal vs. relaxed PIO reads on arfunction,sn_mmiob() (for memory—mapped
idle system I/O barrier, analogous to thamb() macro), to

do just that. It can be used in place of reads
It remains to be seen whether this API will alsothat are intended to deal with posted writes and
apply to the newly added RO bit in the PCI- provides some benefit:



Type of flush Time (ns)
regular PIO read 5940
relaxed PIO read 2619
sn_mmiob() 1610
(local chipset read alone) 399

writes

similarly useful on other platforms.

Local allocation of consistent

They are frequently read and written by the

DMA mappings
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Concluding Remarks

Today, our Linux 2.4.21 kernel for Altix pro-
vides a productive platform for our high-
performance-computing users who desire to
Table 3: Normal vs. fast flushing of 5 P10 exploitthe features of the SGI Altix 3000 hard-

ware. To achieve this goal, we have made a
number of changes to our Linux for Altix ker-
nel. We are now in the process of either moving
Adding this API to Linux (i.e., making it non- those changes forward to Linux 2.6 for Altix,
sn2-specific) was discussed some time ago [9hr of evaluating the Linux 2.6 kernel on Altix
and may need to be raised again, since it does order to determine if these changes are in-
appear to be useful on Altix, and is probablydeed needed at all. Our goal is to develop a
version of the Linux 2.6 kernel for Altix that
not only supports our HPC customers equally
well as our existing Linux 2.4.21 kernel, but

also consists as much as possible of commu-
nity supported code.

Consistent DMA mappings are used frequently
by drivers to store command and status buffersReferences

device that owns them, so making sure they [1] Ray Bryant and John Hawkes, Linux
can be accessed quickly is important. The ta- ’

ble below shows the difference in the num-

ber of operations per second that can be
achieved using local versus remote allocation

of consistent DMA buffers.

tions were guaranteed by

alloc_consistent function so that it calls
alloc_pages _node  using the node closest

changing @

to the PCI device in question.

Type

I/Os per secong

Local consistent buffer
Remote consistent buffer

46231
41295

Table 4: Local vs. remote DMA buffer alloca-

tion

Although this change is platform specific, it
can be made generic if pci_to_node
pci_to_nodemask routine is added to the

Linux topology API.

Local alloca-
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Get More Device Drivers out of the Kernel!
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Abstract 1 Introduction

Normal device drivers in Linux run in the ker-
Now that Linux has fast system calls, goodnel's address space with kernel privilege. This
(and getting better) threading, and cheap conis not the only place they can run—see Fig-
text switches, it's possible to write device ure 1.
drivers that live in user space for whole new
classes of devices. Of course, some device A
drivers (Xfree, in particular) have always run Kernel
in user space, with a little bit of kernel support.
With a little bit more kernel support (a way to
set up and tear down DMA safely, and a gen-
eralised way to be informed of and control in-
terrupts) almost any PCI bus-mastering device
could have a user-mode device driver.

Own

Address Space

Client

| shall talk about the benefits and drawbacks Kernel User
of device drivers being in user space or ker- Privilege
nel space, and show that performance concerns

are not really an issue—in fact, on some plat- Figure 1: Where a Device Driver can Live
forms, our user-mode IDE driver out-performs

the in-kernel one. | shall also present pro_ﬂ“ngPoint A is the normal Linux device driver,

222&‘?2‘?212%;?2%';5322:Ssg(;\’ggvgrei\zzrimzr:?nked with the kernel, running in the kernel

describe the infrastructure I've added to the ddress space with kernel privilege.
Linux kernel to allow portable, efficient user- Device drivers can also be linked directly with
space drivers to be written. the applications that use them (Point B)—
the so-called ‘in-process’ device drivers pro-

posed by [Keedy, 1979]—or run in a separate

: . process, and be talked to by an IPC mech-

*This work was funded by HP, National ICT Aus-

tralia, the ARC, and the University of NSW through the anism (for example, an X server, point D).

Gelato programmehftp://www.gelato.unsw. They can also run with kernel privilege, but
edu.au ) with a separate kernel address space (Point
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C) (as in the Nooks system described bythird-party driver also has to have a toolchain
[Swift et al., 2002]). and kernel source on his or her system, or ob-
tain a binary for their own kernel from a trusted
o third party.
2 Motivation
Drivers for uncommon devices (or devices that

. ) _ the mainline kernel developers do not use reg-
Traditionally, device drivers have been devel'ularly) tend to lag behind. For example, in the

oped as part of the kernel source. As such, the¥.6.6 kernel, there are 81 drivers known to be

haveto be written in the C anguage, apd th,eybroken because they have not been updated to
have to conform to the (rapidly changing) in- match the current APIs, and a number more

terfaces and conventions used by kemel codgy 5y 416 still using APIs that have been depre-
Even though drivers can be written as mOd'cated

ules (obviating the need to reboot to try out

a new version of the drivé), in-kernel driver  User/kernel interfaces tend to change much
code has access to all of kernel memory, aneéhore slowly than in-kernel ones; thus a

runs with privileges that give it access to all in-user-mode driver has much more chance of
structions (not just unprivileged ones) and tonot needing to be changed when the kernel
all I/O space. As such, bugs in drivers can easehanges. Moreover, user mode drivers can be
ily cause kernel lockups or panics. And variousdistributed under licences other than the GPL,
studies (e.g., [Chou et al., 2001]) estimate thatvhich may make them more attractive to some
more than 85% of the bugs in an operating syspeoplé.

tem are driver bugs. _ _
User-mode drivers can be either closely or

Device drivers that run as user code, howdoosely coupled with the applications that use
ever, can use any language, can be developaHdem. Two obvious examples are the X server
using any IDE, and can use whatever inter{XFree86) which uses a socket to communicate
nal threading, memory management, etc., techwith its clients and so has isolation from ker-
niques are most appropriate. When the infrasnel and client address spaces and can be very
tructure for supporting user-mode drivers is adcomplex; and the Myrinet drivers, which are
equate, the processes implementing the drivassually linked into their clients to gain perfor-
can be killed and restarted almost with im-mance by eliminating context switch overhead
punity as far as the rest of the operating systenon packet reception.

goes. :
The Nooks work [Swift et al., 2002] showed

Drivers that run in the kernel have to be up-that by isolating drivers from the kernel ad-
dated regularly to match in-kernel interfacedress space, the most common programming
changes. Third party drivers are therefore usuerrors could be made recoverable. In Nooks,
ally shipped as source code (or with a compidrivers are insulated from the rest of the kernel
lable stub encapsulating the interface) that haby running each in a separate address space,
to be compiled against the kernel the driver isand replacing the driver— kernel interface

to be installed into. with a new one that uses cross-domain pro-

. cedure calls to replace any procedure calls in
This means that everyone who wants t0 run gne ag| and that creates shadow copies of any

texcept that many drivers currently cannot be un-  ?for example, the ongoing problems with the Nvidia
loaded graphics card driver could possibly be avoided.
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shared variables in the protected address spadiis usually best to use MMIO if it is avail-
of the driver. able, because on many 64-bit platforms there

) _ _ _ are more than 65536 ports—the PCI specifi-
This approach provides isolation, but also hag.4tion says that there a#& ports available—

problems: as the driver model changes, ther?and on many architectures the ports are emu-

is quite a lot of wrapper code that has to begieq by mapping memory anyway).
changed to accommodate the changed APIs.

Also, the value of any shared variable is frozenFor particular devices—USB input devices,
for the duration of a driver ABI call. The SCSI devices, devices that hang off the paral-
Nooks work is uniprocessor only; locking is- lel port, and video drivers such as XFree86—
sues therefore have not yet been addressed. there is explicit kernel support. By opening a

o file in /dev; a user-mode driver can talk through
Windriver [Jungo, 2003] allows development e ysB hub, SCSI controller, AGP controller,

of user mode device drivers. It loads a PrO-gtc., to the device. In addition, theput han-

prietary device modul&lev/iwindrvé  ;user  gjer gllows input events to be queued back into

code can interact with this device to setup angpe kernel, to allow normal event handling to
teardown DMA, catch interrupts, etc. proceed.

Even from user space, of course, it is possijipni allows access to the PCI configuration
ble to make your machine unusable. Devic&pace 5o that a driver can determine what in-
drivers have to be trusted to a certain extent t(?errupt IO ports and memory locations are be-

do what they are advertised to do; this meang,q ysed (and to determine whether the device
that they can program their devices, and possiyg present or not).

bly corrupt or spy on the data that they transfer

between their devices and their clients. Mov-Other recent changes—an improved scheduler,

ing a driver to user space does not change thidetter and faster thread creation and synchro-

It does however make it less likely that a faultnisation, a fully preemptive kernel, and faster

in a driver will affect anything other than its system calls—mean that it is possible to write

clients a driver that operates in user space that is al-
most as fast as an in-kernel driver.

3 Existing Support _ . :
4 Implementing the Missing Bits

Linux has good support for user-mode drivers_l_h s that . _
that do not need DMA or interrupt handling— € paris that are missing are.
see, e.g., [Nakatani, 2002].

) . 1. the ability to claim a device from user
Theioperm() ~ andiopl()  system calls al- space so that other drivers do not try to
low access to the first 65536 I/O ports; and, handle it:

with a patch from Albert Calahdnone can
map the appropriate parts fpiroc/bus/pci/..to 2. The ability to deliver an interrupt from a
gain access to memory-mapped registers. Or  device to user space,

on some architectures it is safe momap()
/dev/imem 3. The ability to set up and tear-down DMA

between a device and some process’s
3http://lkml.org/lkml/2003/7/13/258 memory, and
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4. the ability to loop a device driver's con- 4.2 DMA handling
trol and data interfaces into the appropri-

ate part of the kernel (so that, for exam-on |ow-end systems, it's common for the PCI
ple, an IDE driver can appear as a standargyys to be connected directly to the memory
block device), preferably without having pys, so setting up a DMA transfer means
to copy any payload data. merely pinning the appropriate bit of memory

(so that the VM system can neither swap it out

_ nor relocate it) and then converting virtual ad-
The work at UNSW covers Only PCI dEV|CeS, dresses to physica| addresses.

as that is the only bus available on all of the

architectures we have access to (IA64, X86,here are, in general, two kinds of DMA, and
MIPS, PPC, alpha and arm). this has to be reflected in the kernel interface:

4.1 PClinterface 1. Bi-directional DMA, for holding scatter-
gather lists, etc., for communication with

_ . , the device. Both the CPU and the device
Each device should have only a single driver.  ya54 and write to a shared memory area.
Therefore one needs a way to associate adriver  Tynijcally such memory is uncached, and

the kernel that can be relied upon to clean up  there is an internal kernel ABI function to

after a failed process. The simplest way 0 gjigcate and deallocate appropriate mem-
keep the association and to clean it up in Linux ory.

is to implement a new filesystem, using the

PCI namespace. Open files are automatically 2. Streaming DMA, where, once the device
closed when a process exits, so cleanup also has either read or written the area, it has
happens automatically. no further immediate use for it.

A new system call,usr_pci_open(int

bus, int slot, int fn) returns a file
descriptor. Internally, it callpci_enable
device() andpci_set_master() to set
up the PCI device after doing the standard 1. Allocates an area of memory suitable for a

filesystem boilerplate to set up a vnode and a  PCl-consistent mapping, and maps it into
struct file . the current process’s address space; or

| implemented a new system callisr_pci_
map() , that does one of three things:

Attempts to open an already-opened PCI de- 2. Converts a region of the current process’s
vice will fail with -EBUSY. virtual address space into a scatterlist in

_ _ o terms of virtual addresses (one entry per
When the file deSCﬂptor IS flnaIIy Closed, the page)’ pins the memory, and converts the
PCI device is released, and any DMA map-
ings removed. All files are closed when a pro-
ping di if th . bua in the dri 2h €eprecated in Linux, they are extremely useful while de-
Cess dies, So ITthere IS a bug In the driver tha eloping, because it is not necessary to change every

causes it to crash, the system recovers ready fQfchitecture-dependerntry.Swhen adding new func-
the driver to be restarted. tionality

4Although multiplexing system calls are in general
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scatterlist into a list of addresses suitable PCl bus
for DMA (by calling pci_map_sg() ,
which sets up the IOMMU if appropriate),
or

Device 1

3. Undoes the mapping in point 2. Device 2 IOMMU |=

Main
Memory

The file descriptor returned fromsr_pci_
open() is an argument tousr_pci_ Device 3 |—
map() . Mappings are tracked as part of the
private data for that open file descriptor, so that
they can be undone if the device is closed (or
the driver dies).

, , Figure 2: The IO MMU
Underlyingusr_pci_map()  are the kernel

routinespci_map_sg() andpci_unmap_ _
sg() , and the kernel routingci_alloc The processor’'s MMU also protects one virtual

consistent() _ address space from another. Currently ship-
ping IOMMU hardware does not do this: all

Different PCI cards can address differentmappings are visible to all PCI devices, and

amounts of DMA address space. In the kernemoreover for some physical addresses on some

there is an interface to request that the dma adarchitectures the IOMMU is bypassed.

dresses supplied are within the range address- _

able by the card. The current implementationFor fully secure user-space drivers, one would

assumes 32-bit addressing, but it would be posvant this capability to be turned off, and also

sible to provide an interface to allow the realto be able to associate a range of PCI bus ad-

capabilities of the device to be communicatecdresses with a particular card, and disallow ac-
to the kernel. cess by that card to other addresses. Only thus

could one ensure that a card could perform
DMA only into memory areas explicitly allo-
4.2.1 The IOMMU cated to it.

Many modern architectures have an 10 mem#-3  Interrupt Handling

ory management unit (see Figure 2), to convert

from physical to I1/0 bus addresses—in muchThere are essentially two ways that interrupts
the same way that the processor's MMU con-can be passed to user level.

verts virtual to physical addresses—allowing
even thirty-two bit cards to do single-cycle
DMA to anywhere in the sixty-four bit mem-
ory address space.

They can be mapped onto signals, and sent
asynchronously, or a synchronous ‘wait-for-
signal’ mechanism can be used.

A signal is a good intuitive match for what an

On such systems, after the memory has bee] )
interruptis, but has other problems:

pinned, the IOMMU has to be set up to trans-
late from bus to physical addresses; and then

after the DMA is complete, the translation can 1. One is fairly restricted in what one can do
be removed from the IOMMU. in a signal handler, so a driver will usually
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have to take extra context switches to retween devices if there is a user process in-
spond to an interrupt (into and out of thevolved. The in-kernel driver merely passes
signal handler, and then perhaps the interthe interrupt onto the user-mode process; as it
rupt handler thread wakes up) knows nothing about the underlying hardware,

] _ it cannot tell if the interrupt igeally for this
2. Signals can be slow to deliver on busy sysyiver or not. As such it always reports the in-
tems, as they require the process table t?errupt as ‘handled’

be locked. It would be possible to short
circuit this to some extent. This scheme works only for level-triggered in-

) _terrupts. Fortunately, all PCI interrupts are
3. One needs an extra mechanism for regispq| triggered

tering interest in an interrupt, and for tear-

ing down the registration when the driver If one really wants a signal when an interrupt

dies. happens, one can arrange fo6EIO using
fentl()

For these reasons | decided to map interrupt

onto file descriptors./proc already has a di- t may be possible, by more extensive rear-

rectory for each interrupt (containing a file thatrangement of the interrupt handling code, to
y P 9 delay the end-of-interrupt to the interrupt con-

can be written to to adjust interrupt routing to : )
) . troller until the user process is ready to get an
processors); | added a new file to each such di- . LS
interrupt. As masking and unmasking inter-

rectory. Suitably privileged processes can open . e PO )
and read these files. The files have open-onc%ths IS slow if it has to go off-chip, delay

semantics: attemots to open them while the Ihg the EOI should be significantly faster than
’ PX P Xhe current code. However, interrupt delivery
are open retura-1 with EBUSY

to userspace turns out not to be a bottleneck,
When an interrupt occurs, the in-kernel inter-SO there’s not a lot of point in this optimisa-
rupt handler masks just that interrupt in the in-tion (profiles show less than 0.5% of the time
terrupt controller, and then does ap() op- is spent in the kernel interrupt handler and de-
eration on a semaphore (well, actually, the imJivery even for heavy interrupt load—around
plementation now uses a wait queue, but thd 000 cycles per interrupt).

effect is the same).

When a process reads from the file, then kerne$ Driver Structure

enables the interrupt, then catlewn() on a
semaphore, which will block until an interrupt The user-mode drivers developed at UNSW are
arrives. structured as a preamble, an interrupt thread,

o _ and a control thread (see Figure 3).
The actual data transferred is immaterial, and

in fact none ever is transferred; tihhead() The preamble:
operation is used merely as a synchronisation
mechanism. 1. Usedibpci.ato find the device or devices

. . it is meant to drive,
poll() is also implemented, so a user pro-

cess is not forced into the ‘wait for interrupt’ 2. Calls usr_pci_open() to claim the
model that we use. device, and

Obviously, one cannot share interrupts be- 3. Spawns the interrupt thread, then
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so that the control thread can continue. (The
semaphore is implemented as a pthreads mu-

IPC or tex)
function calls ’

oci_read_config() The driver relies on system calls and threading,

Client

libpei Driver so the fast system call support now available
. in Linux, and the NPTL are very important to
; gg::fnarﬁgpo get good performance. Each physical I/O in-
...... AR~ oSS SRR volves at least three system calls, plus what-
Kernel ever is necessary for client communication: a
Generic usrdry read() on the interrupt FD, calls to set up
IRQ Handler Driver and tear down DMA, and maybefatex()
_ operation to wake the client.
pei_map_sg()
pol-tnmap_sg( The system call overhead could be reduced by
Architecture—dependent combining DMA setup and teardown into a
DMA support single system call.

Figure 3: Architecture of a User-Mode Device

Driver 6 Looping the Drivers

4. Goes into aloop collecting client requests. An operating system has two functions with re-
gard to devices: firstly to drive them, and sec-
ondly to abstract them, so that all devices of the
same class have the same interface. While a
standalone user-level driver is interesting in its
1. Opendproc/irgfirq/irq own right (and could be used, for example, to
test hardware, or could be linked into an appli-
cation that doesn't like sharing the device with
anyone), it is much more useful if the driver
can be used like any other device.

The interrupt thread:

2. Loops callingread() on the resulting
file descriptor and then calling the driver
proper to handle the interrupt.

3. The driver handles the interrupt, calls OUt-0. the network interface, that's easy: use

to the control thread(s) to say that work 'Sthe tun/tap interface and copy frames between

completed or that there has been an erro(z,‘e driver and/dev/net/tun Having to copy

queues any more work to the device, an lows things down; others on the team here are

then repeats from step 2. planning to develop a zero-copy equivalent of
tun/tap.

For the lowest latency, the interrupt thread can _ _
be run as a real time thread. For our benchFor the IDE device, there’s no standard Linux

marks, however, this was not done. way to have a user-level block device, so | im-
plemented one. It is a filesystem that has pairs
The control thread queues work to the driverof directories: a master and a slave. When
then sleeps on a semaphore. When the drivethe filesystem is mounted, creating a file in the
running in the interrupt thread, determines thammaster directory creates a set of block device
a request is complete, it signals the semaphorgpecial files, one for each potential partition, in
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the slave directory. The file in the master di-an otherwise idle system; reading the counter
rectory can then be used to communicate videfore and after a test thus gives an indication
a very simple protocol between a user levelof how much processor time is available to pro-
block device and the kernel’'s block layer. Thecesses other than the test process.

block device special files in the slave directory

can then be opened, closed, read, written O'II'he initial results were disappointing; the
mounted, just as any other block device. user-mode drivers spent far too much time
in the kernel. This was tracked down to

The main reason for using a mounted filesyskmalloc() ; sotheusr_pci_map()  func-
tem was to allow easy use of dynamic majortion was changed to maintain a small cache
numbers. of free mapping structures instead of calling

_ _ o _ kmalloc() and kfree()  each time (we
| didn’t bother implementing ioctl; it was not ., have used the slab allocator, but it's eas-
necessary for our performance tests, and whega, (g ensure that the same cache-hot descriptor
the driver runs at user level, there are cleaneg o sed by coding a small cache ourselves).

ways to communicate out-of-band data Withtps resulted in the performance graphs in Fig-
the driver, anyway. ure 4.

The two drivers compared are the new
CMD680 driver running in user space, and
Linux’s in-kernel SIS680 driver. As can be
Device drivers were coded up by seen, there is very little to choose between
[Leslie and Heiser, 2003] for a CMD680 them.

IDE disc controller, and by another PhD

student (Daniel Potts) for a DP83820 Gigabit! "€ graphs show average of ten runs; the stan-
ethernet controller. Daniel also designed andlard deviations were calculated, but are negli-

implemented the tuntap interface. gible.

7 Results

Each transfer request takes five system calls to
do, in the current design. The client queues
work to the driver, which then sets up DMA for
The disc driver was linked into a program thatthe transfer (system call one), starts the trans-
read 64 Megabytes of data from a Maxtor 80Gfer, then returns to the client, which then sleeps
disc into a buffer, using varying read sizes.on a semaphore (system call two). The in-
Measurements were also made using Linux'serrupt thread has been sleepingreéad()
in-kernel driver, and a program that read 64Mwhen the controller finishes its DMA, it cause
of data from the same on-disc location usingan interrupt, which wakes the interrupt thread
O_DIRECTand the same read sizes. (half of system call three). The interrupt thread

. then tears down the DMA (system call four),
We also measgrgd ertg performance, but th%nd starts any queued and waiting activity, then
results are sufficiently similar that they are notSignals the semaphore (system call five) and
reproduced here. goes back to read the interrupt FD again (the

At the same time as the tests, a low-Other half of system call three).

priority process attempted to increment a 64 hen the transfer is above 128k, the IDE con-

.b't counter as fast as possible. The ““”_‘ber %roller can no longer do a single DMA opera-
increments was calibrated to processor time on

7.1 |DE driver
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Figure 4. Throughput and CPU usage for the user-mode IDE driver on Itanium-2, reading from a

disk

tion, so has to generate multiple transfers The 1. Packet receive performance, where pack-

Linux kernel splits DMA requests above 64k,
thus increasing the overhead.

The time spent in this driver is divided as 2.

shown in Figure 5.
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7.2 Gigabit Ethernet

ets were dropped and counted at the layer
immediately above the driver

Packet transmit performance, where pack-
ets were generated and fed to the driver,
and

Ethernet-layer packet echoing, where the
protocol layer swapped source and desti-
nation MAC-addresses, and fed received
packets back into the driver.

We did not want to start comparing IP stacks,
so none of these tests actually use higher level
protocols.

The Gigabit driver results are more interest-We measured three different configurations: a
ing. We tested these using [ipbench, 2004ktandalone application linked with the driver,

with four clients, all with pause control turned
off. We ran three tests:

the driver looped back intédev/net/tapand
the standard in-kernel driver, all with interrupt



158 ¢ Linux Symposium 2004 ¢ Volume One

holdoff setto 0, 1, or 2. (By default, the normal mance is worse than for the in-kernel ns83820
kernel driver sets the interrupt holdoff to 300 driver for some packet sizes.
puseconds, which led to too many packets be-

ing dropped because of FIFO overflow) Not all Th€ reason appears to be that our driver has
tests were run in all configurations—for exam-& fixed number of receive buffers, which are

ple the linux in-kernel packet generator is suf-"éused when the client is finished with them—
ficiently different from ours that no fair com- they are allocated only once. This is to pro-
parison could be made. vide congestion control at the lowest possible

level—the card drops packets when the upper
For the tests that had the driver residing in odayers cannot keep up.

feeding into the kernel, we implemented a new ) ) .
protocol module to count and either echo orT he Linux kernel drivers have an essentially

drop packets, depending on the benchmark. unlimited supply of receive buffers. Overhead
involved in allocating and setting up DMA for

In all cases, we used the amount of workthese buffers is excessive, and if the upper lay-
achieved by a low priority process to measureers cannot keep up, congestion is detected and
time available for other work while the test wasthe packets dropped in the protocol layer—
going on. after significant work has been done in the

] driver.
The throughput graphs in all cases are the

same. The maximum possible speed on th®©ne sees the same problem with the user mode
wire is given for raw ethernet by0? x p/(p +  driver feeding the tuntap interface, as there is
38) bits per second (the parametét is the no feedback to throttle the driver. Of course,
ethernet header sizé4 octets), plus a octet here there is an extra copy for each packet,
frame check sequence, plusraoctet pream- which also reduces performance.

ble, plus a 1 octet start frame delimiter plus

the minimum12 octet interframe gap isthe 7.3 Reliability and Failure Modes

packet size in octets). For large packets the per-

formance in all cases was the same as the th

. : ] T general the user-mode drivers are very re-
oretical maximum. For small packet sizes, th

. Siable. Bugs in the drivers that would cause
throughputis limited by the PCI bus; you'll no- the kernel to crash (for example, a null pointer

tice that the slope_ ofthe throughput curve Wher}eference inside an interrupt handler) cause the
echoing packets is around half the slope whe river to crash, but the kernel continues. The

discarding packets, because the driver has to Sriver can then be fixed and restarted
twice as many DMA operations per packet. '

The user-mode driver (‘Linux user’ on the 8 Future Work

graph) outperforms the in-kernel driver

(‘Linux orig’)—not in terms of throughput,

where all the drivers perform identically, but The main foci of our work now lie in:
in usingmuchless processing time.

This result was so surprising that we repeated 1- Reducing the need for context switches
the tests using an EEpro1000, purportedly a  and system calls by merging system calls,
card with a much better driver, but saw the  and by trying new driver structures.

same effect—in fact the achieved echo perfor- . .
2. A zero-copy implementation of tun/tap.
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3. Improving robustness and reliability of 9 Where d'ya Get It?
the user-mode drivers, by experimenting
with the IOMMU on the ZX1 chipset of

our Itanium-2 machines. .
Patches against the 2.6 kernel are sent to the

Linux kernel mailing list, and are dmitp://
4. Measuring the reliability enhancements,www.gelato.unsw.edu.au/patches
by using artificial fault injection to see _ _ _
what problems that cause the kernel toSample drivers will be made available from the
crash are recoverable in user space. same website.

5. User-mode filesystems.
10 Acknowledgements

In addition there are some housekeeping tasks
to do before this infrastructure is ready for in-

clusion in a 2.7 kernel: Other people on the team here did much work

on the actual implementation of the user level
drivers and on the benchmarking infrastruc-
ure. Prominent among them were Ben Leslie
IDE driver, port of our dp83820 into the ker-
nel), Daniel Potts (DP83820 driver, tuntap in-
terface), and Luke McPherson and lan Wien-
and (IPbench).

1. Replace the ad-hoc memory cache with
proper slab allocator.

2. Clean up the system call interface
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Big Servers—2.6 compared to 2.4

Wim A. Coekaerts
Oracle Corporation
wim.coekaerts@oracle.com

Abstract are a number of features added which improve
stability of the kernel under heavy workloads.

Linux 2.4 has been around in production en-The goal of comparing the two kernel releases

. , was more to show how well the 2.6 kernel will
vironments at companies for a few years now ) .
be able to hold up in a real world production
we have been able to gather some good data” . . .
. environment. Many companies which have de-
on how well (or not) things scale up. Number

: ployed Linux over the last two years are look-
of CPU’s, amount of memory, number of pro-: . L
ing forward to rolling out 2.6 and it is impor-
cesses, 10 throughput, etc.

tant to show the benefits of doing such a move.
Most of the deployments in production today, It will take a few releases before the required
are on relatively small systems, 4- to 8-ways Stability is there however it's clear so far that

8-16GB of memory, in a few cases 32GB.the 2.6 kernel has been remarkably solid, so
The architecture of choice has also been 1A32€arly on.

?:z:f sr{(s);t/\elzgserare picking up in popularity Most of the 2.4 based tests have been run on
picly, ' Red Hat Enterprise Linux 3, based on Linux

Now with 2.6, a lot of the barriers are supposed?-4.21. This is the enterprise release of Red
to be gone. So, have they really? How muchHat’s OS distribution; it contains a large num-
memory can be used now, how is cpu Sca”nd’.)er of patches on top of the Linux 2.4 kernel

these days, how good is 10 throughput withtree. Some of the tests have been run on the
multiple controllers in 2.6. kernel.org mainstream 2.4 kernel, to show

the benefit of having extra functionality. How-
A lot of people have the assumption that 2.6ever it is difficult to even just boot up the main-
resolves all of this. We will go into detail on stream kernel on the test hardware due to lack
what we have found out, what we have testef support for drivers, or lack of stability to
and some of the conclusions on how good theomplete the testsuite. The interesting thing to
move to 2.6 will really be. keep in mind is that with the current Linux 2.6
main stream kernel, most of the testsuites ran
through completition. A number of test runs on
Linux 2.6 have been on Novell/SUSE SLES9
beta release.
The comparison between the 2.4 and 2.6 ker-
nel trees are not solely based on performance.
A large part of the testsuites are performance
benchmarks however, as you will see, they
have been used to also measure stability. There

1 Introduction
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2 Test Suites to simulate database journals.

OAST on the other hand is a complete database

The test suites used to compare the various kestress test kit, based on the TPC-C benchmark
nels are based on an 10 simulator for Oracleworkloads. It requires a full installation of

called OraSim and a TPC-C like workload gen-the database software and relies on an actual

erator called OAST. database environment to be created. TPC-C
. . . is an on-line transaction workload. The num-

Oracle Simulator (OraSim) is a St"’md'i”llonebers represented during the testruns are not ac-

tool designed to emulate the platform-critical, . tpc.c benchmarks results and cannot or
activities of the Oracle database kernel. Oracle,shoulol not be used as a measure of TPC-C

deglgned _Oracle Simulator to test and Characberformance—they are TPC-C-like: however,
terize the input and output (I/O) software stack,

r(ljot the same.
the storage system, memory management, an

cluster management of Oracle single instance$he database engine which runs the OAST
and clusters. Oracle Simulator supports botthenchmark allocates a large shared memory
pass-fail testing for validation, and analytical segment which contains the database caches
testing for debugging and tuning. It runs mul-for SQL and for data blocks (shared pool and
tiple processes, with each process representinguffer cache). Every client connection can run
the parameters of a particular type of systenbn the same server or the connection can be
load similar to the Oracle database kernel. over TCP. In case of a local connection, for
each client, 2 processes are spawned on the
system. One process is a dedicated database
'process and the other is the client code which
communicates with the database server pro-
cess through IPC calls. Test run parameters in-

It has its own script language which allows one€lude run time length in seconds and number of
to build very complex 10 patterns. The tool is client connections. As you can see in the result
not released under any open source license t#29€s, both remote and local connections have
day because it has some code linked in which i§€€n tested.

part of the RDBMS itself. The jobfiles used for

the testing are availaple inimﬂatp://oss. 3  Hardware

oracle.com/external/ols/jobfiles/ .

OraSim is a relatively straightforward 10
stresstest utility, similar to I0zone or tiobench
however it is built to be very flexible and con-
figurable.

The advantage of using OraSim over a reaA number of hardware configurations have
database benchmark is mainly the simplicitybeen used. We tried to include various CPU
It does not require large amounts of memory orarchitectures as well as local SCSI disk ver-
large installed software components. There isus network storage (NAS) and fibre channel
one executable which is started with the jobfile(SAN).

as a parameter.The jobfiles used can be easilg _ ) )
modified to turn on certain filesystem features Configuration 1 consists of an 8-way 1A32
such as asynchronous 10. Xeon 2 GHz with 32GB RAM attached to an

EMC CX300 Clariion array with 30 147GB
OraSim jobfiles were created to simulate a reldisks using a QLA2300 fibre channel HBA.
atively small database. 10 files are defined a¥he network cards are BCM5701 Broadcom
actual database datafiles and two files are use@igabit Ethernet.
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Configuration 2 consists of an 8-way Itanium 2With some patches SuSE got to around 3700
1.3 GHz with 8GB RAM attached to a JBOD disks in SLES8, however that meant stealing
fibre channel array with 8 36GB disks usingmajor numbers from other components. Re-
a QLA2300 fibre channel HBA. The network ally large database setups which also require
cards are BCM5701 Broadcom Gigabit Ether-very high 10 throughput, usually have disks at-
net. tached ranging from a few hundred to a few

_ ) . thousand.
Configuration 3 consists of a 2-way AMD64 2

GHz (Opteron 246) with 6GB RAM attached With the 64-bitdev_t in 2.6, it's now possible

to local SCSI disk (LSI Logic 53¢1030). to attach plenty of disk. Without modifications

it can easily handle tens of thousands of de-
vices attached. This opens the world to really
large scale datawarehouses, tens of terabytes of
storage.

4 Operating System

The Linux 2.4 test cases were created usin% ther i tant ch is the block 10
Red Hat Enterprise Linux 3 on all architec- notner fmportant change is te Liot

tures. Linux 2.6 was done with SUSE SLES9Iayer' _the BIO code is much more eﬁic?ent
on all architectures; however, in a number ofWhen It comes to large |0s being submitted

tests the kernel was replaced by the 2.6 maingown from the running appllcatlon. In 2.4,
stream kernel for comparison. every 10 got broken down into small chunks,

sometimes causing bottlenecks on allocating
The test suites and benchmarks did not hav&ccounting structures. Some of the tests com-
to be recompiled to run on either RHEL3 or pared 1MBread() andwrite()  calls in
SLES9. Of course different executables were?.4 and 2.6.

used on the three CPU architectures.

5.2 Asynchronous IO and DirectlO

5 Test Results
If there is one feature that has always been on

At the time of writing a lot of changes were 0P Of the Must Have list for large database
still happening on the 2.6 kernel. As such,vendors, it must be async I_O.Asynchronous 10
the actual spreadsheets with benchmark daf@llows processes to submit batches of 10 oper-
has been published on a website, the data @tions and continue on doing different tasks in
up-to-date with the current kernel tree and carin® meantime. Itimproves CPU utilization and

be found here:http://oss.oracle.com/ can keep devices more busy. The Enterprise
external/ols/results/ distributions based on Linux 2.4 all ship with

the async IO patch applied on top of the main-
51 10 line kernel.

Linux 2.6 has async 1O out of the box. Itis
If you want to build a huge database serverjmplemented a little different from Linux 2.4
which can handle thousands of users, it is imhowever combined with support for direct 10 it
portant to be able to attach a large number ofs very performant. Direct IO is very useful as
disks. A very big shortcoming in Linux 2.4 it eliminates copying the userspace buffers into
was the fact that it could only handle 128 orkernel space. On systems that are constantly
256. overloaded, there is a nice performance im-
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provement to be gained doing direct 10. Linux Oracle has an extention for Itaniumz2 to support

2.4 did not have direct 10 and async 10 com-the libnuma API from Andi Kleen. Making use

bined. As you can see in the performanceof this extention showed a significant improve-

graph on AIO+DIO, it provides a significant ment, up to about 20%. It allows the database

reduction in CPU utilization. engine to be smart about memory allocations
resulting in a significant performance gain.

5.3 Virtual Memory

_ 6 Conclusion
There has been another major VM overhaul in

Linux 2.6, in fact, even after 2.6.0 was released
a large portion has been re-written. This wad! IS Very clear that many of the features that

due to large scale testing showing weaknesse¥€re requested by the larger corporations pro-
as it relates to number of users that could b/'ding enterprise applications actually help a
handled on a system. As you can see in the te§{ug€ amount. The advantage of having Asyn-
results, we were able to go from around 300¢-hronous 10 or NUMA support in the main-
users to over 7000 users. In particular on gpstream kernel is obvious. It takes a lot of effort
bit systems, the VM has been pretty much Jor distribution vendors to maintain patches on
disaster when it comes to deploying a systerﬁOp of the mainline kernel and when functional-
with more than 16GB of RAM. With the latest Y makes sense it helps to have it be included

VM changes it is now possible to push a 32GBIN mainline. Micro-optimizations are still be-
even up to 48GB system pretty reliably. ing done and in particular the VM subsystem
can improve quite a bit. Most of the stability

Support for large pages has also been a bigsues are around 32-bit, where the LowMem
winner. HUGETLBFSeduces TLB misses by versus HighMem split wreaks havoc quite fre-
a decent percentage. In some of the tests fjuently. At least with some of the features now
provides up to a 3% performance gain. In ourin the 2.6 kernel it is possible to run servers
testsHUGETLBFSwould be used to allocate with more than 16GB of memory and scale up.

the shared memory segment. ) ) N
The biggest surprise was the stability. It was

very nice to see a new stable tree be so solid
out of the box, this in contrast to earlier stable

kernel trees where it took quite a few iterations

to get to the same point.

5.4 NUMA

Linux 2.6 is the first Linux kernel with real

NUMA support. As we see high-end cus-
tomers looking at deploying large SMP boxesThe major benefit of 2.6 is being able to run on
running Linux, this became a real requirementreally large SMP boxes: 32-way Itanium2 or
In fact even with the AMDG64 design, NUMA Power4 systems with large amounts of mem-
support becomes important for performanceory. This was the last stronghold of the tradi-
even when looking at just a dual-CPU system.tional Unices and now Linux can play along-

side with them even there. Very exciting times.
NUMA support has two components; however,

one is the fact that the kernel VM allocates
memory for processes in a more efficient way.
On the other hand, it is possible for applica-
tions to use the NUMA API and tell the OS

where memory should be allocated and how.
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Abstract Servers and other multiprocessor machines can
equally benefit. The multiprocessor frequency

This paper will explore a multi-processor im- Management scenario offers more complex-

plementation of frequency management, usindly (N0 surprise there). This paper discusses

an AMD Opteron™ processor 4-way server agh€se complexities, based upon a test imple-
a test vehicle. mentation on an AMD Opteron processor 4-

way server. Details within this paper are AMD
Topics will include: processor specific, but the concepts are appli-
cable to other architectures.
* the benefits of doing this, and why server

customers are asking for this, The author of this paper would like to make

it clear that he is just the maintainer of the
» the hardware, for case of the AMD AMD frequency driver, supporting the AMD
Opteron processor, Athlon™ 64 and AMD Opteron processors.
This frequency driver fits into, and is totally de-
tpendent, on the CPUFreq support. The author
has gratefully received much assistance and
. the issues that arise, and support from the CPUFreq maintainer (Do-

_ minik Brodowski).
* some areas of exploration for follow on

work.

» the various software components tha
make this work,

2 Abbreviations
1 Introduction

BKDG: The BIOS and Kernel Developer’s
Processor frequency management is commoGuide. Document published by AMD contain-
on laptops, primarily as a mechanism for im-ing information needed by system software de-
proving battery life. Other benefits include avelopers. See the references section, entry 4.

cooler processor and reduced fan noise. Fans » _
also use a non-trivial amount of power. MSR: Model Specific Register. Processor reg-

isters, accessable only from kernel space, used
This technology is spreading to desktop mafor various control functions. These regis-
chines, driven both by a desire to reduce poweters are expected to change across processor
consumption and to reduce fan noise. families. These registers are described in the
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BKDG[4]. MVS: Maximum Voltage Step. The maximum
voltage step that can be taken when increasing

VRM: Voltage Regulator Module. Hardware e \ojltage. The driver has to step up voltage

external to the processor that controls the volt;, multiple steps of this value when increasing

age supplied to the processor. The VRM has t9e \gltage. (When decreasing voltage it is not
be capable of supplying different voltages Onpecessary to step, the driver can merely jump

command. Note that for multiprocessor sys+q the correct voltage.) A typical MVS value
tems, it is expected that each processor willyo,1d be 25mV.

have its own independent VRM, allowing each

processor to change voltage independently. FAQRVO: Ramp Voltage Offset. When transition-
systems where more than one processor shareyy frequencies, it is necessary to temporarily
a VRM, the processors have to be managed aacrease the nominal voltage by this amount
a group. The current frequency driver does notluring the frequency transition. A typical RvO
have this support. value would be 50mV.

fid: Frequency ldentifier. The values writ- IRT: Isochronous Relief Time. During fre-
ten to the control MSR to select a core fre-quency transitions, busmasters briefly lose ac-
guency. These identifiers are processor familess to system memory. When making mul-
specific. Currently, these are six bit codes, altiple frequency changes, the processor driver
lowing the selection of frequencies from 800must delay the next transition for this time
MHz to 5 Ghz. See the BKDGJ4] for the map- period to allow busmasters access to system
pings from fid to frequency. Note that the fre- memory. The typical value used is 80us.
guency driver does need to “understand” the o
mapping of fid to frequency, as frequencies ard’LL: Phase Locked Loop. Electronic circuit

exposed to other software components. that controls an oscnlqtor to maintain a con-
stant phase angle relative to a reference signal.

vid: Voltage Identifier. The values written to Used to synthesize new frequencies which are
the control MSR to select a voltage. These val-a multiple of a reference frequency.

ues are then driven to the VRM by processor _ _ o
logic to achieve control of the voltage. ThesePLL Lock Time: The length of time, in mi-

identifiers are processor model specific. Curcroseconds, for the PLL to lock.

rently these identifiers are five bit codes, Ofpstate' Performance State. A combination of
WT'Ch thlere are tv_\io sets—ha fstandard set_ a‘nﬂequency/voltage that is supported for the op-
a low-voltage mobile set.l The “requency dr,fvireration of the processor. A processor will typi-
does pot nfeeg to bel able toh unorl]erstandh t Pcally have several pstates available, with higher
mapping of vid to voltage, other than perapgeqyencies needing higher voltages. The pro-

for debug prints. cessor clock can not be set to any arbitrary fre-

VST: \oltage Stabilization Time. The length AuUeéncy; it may only be set to one of a limited
of time before the voltage has increased and i§€t Of frequencies. For a given frequency, there
stable at a newly increased voltage. The drivefS @ Minimum voltage needed to operate reli-
has to wait for this time period when stepping@Ply at that frequency, and this is the correct
the voltage up. The voltage has to be stabl¥0ltage, thus forming the frequency/voltage

at the new level before applying a further stepP@!"

up in voltage, or before transitioning to a NEWACPI: Advanced Configuration and Power In-
frequency that requires the higher voltage.
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terface Specification. An industry specifica- < activity from other processors (cache co-

tion, initially developed by Intel, Microsoft, herency, memory accesses, pass-through
Phoenix and Toshiba. See the reference sec- traffic on the HyperTransport™ connec-
tion, entry 5. tions),

_PSS: Performance Supported States. ACPl « processor temperature (current increases
object that defines the performance states valid  with temperature, at constant workload
for a processor. and voltage),

_PPCZ Performance Present Capabilities. * processor Vo|tage_
ACPI object that defines which of the _PSS
states are currently available, due to curren}

platform limitations ncreasing the voltage allows operation at

higher frequencies, at the cost of higher power
PSBPerformance State Block. BIOS providedconsumption and higher heat generation. Note
data structure used to pass information, to théhat relationship between frequency and power
driver, concerning the pstates available on th€onsumption is not a linear relationship—a
processor. The PSB does not support multil0% frequency increase will cost more than
processor systems (which use the ACPI _PS$0% in power consumption (30% or more).
object instead) and is being deprecated. Th

format of the PSB is defined in the BKDG. ?’otal system power usage depends on other de-

vices in the system, such as whether disk drives
are spinning or stopped, and on the efficiency
3 Why Does Frequency Manage- of power supplies.
ment Affect Power Consump-
tion? 4 Why Should Your Server Behave
Like A Laptop?
Higher frequency requires higher voltage.
As an example, data for part number < Save power. It is the right thing to do
ADA3200AEP4AX: for the environment. Note that power

consumed is largely converted into heat,
which then becomes a load on the air con-

2.0 GHz @ 1.40 volts, 48 amps max — 69 watts  ditioning in the server room.

2.2 GHz @ 1.50 volts, 58 amps max — 89 watts

1.8 GHz @ 1.30 volts, 37 amps max —50 watts * Save money. Power costs money. The
power savings for a single server are typi-

1.0 GHz @ 1.10 volts, 18 amps max —22 watts  cally regarded as trivial in terms of a cor-
porate budget. However, many large or-
ganizations have racks of many thousands
of servers. The power bill is then far from
trivial.

These figures are worst case current/power fig-
ures, at maximum case temperature, and in-
clude 1/O power of 2.2W.
Actual power usage Is determined by » Cooler components last longer, and this
translates into improved server reliability.
» code currently executing (idle blocks in
the processor consume less power), « Government Regulation.
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5 Interesting Scenarios UPS notification of mains power loss to the
server for administrator alerts is well under-

These are real world scenarios, where the aps_tood technology. It is not difficult to add the

plication of the technology is appropriate. support for transitioning to a lower pstate. This
can be done by either a cpufreq governor or by

adding the simple user space controls to an ex-
isting user space daemon that is monitoring the

: : UPS alerts.
A cluster would typically be kept running at

all times, allowing remote access on demand
During the periods when the cluster is idle, re-
ducing the CPU frequency is a good way to
reduce power consumption (and therefore alsé'S @n example, a busy server may be process-
air conditioning load), yet be able to quickly INd 100 transactions per second, but only 5

transition back up to full speed (<0.1 Secor]d)transactions per second during quiet periods.
when a job is submitted. Reducing the CPU frequency from 2.2 GHz to

1.0 GHz is not going to impact the ability of
User space code (custom to the management tiat server to process 5 transactions per second.
that cluster) can be used to offer cluster speeds

of “fast” and “idle,” using thelproc  or/sys 5.4 Processor is not the bottleneck
file systems to trigger frequency transitions.

5.1 Save power in an idle cluster

5.3 Server At Less Than Maximum Load

The bottleneck may not be the processor speed.

5.2 The battery powered server Other likely bottlenecks are disk access and
network access. Having the processor waiting
Or, the server running on a UPS. faster may not improve transaction throughput.

Many  production servers are_ Connecteds-s Thermal cutback to avoid over tempera-
to a battery backup mechanism (UPS— ture situations

uninterruptible power supply) in case the
mains power fails. Action taken on a mains

power failure varies: The processors are the main generators of heat

in a system. This becomes very apparent when
many processors are in close proximity, such
* Orderly shutdown. as with blade servers. The effectiveness of the
« Stay up and running for as long as thergProcessor cooling is i_mpacted Wh_en the proces-
is battery power, but orderly shutdown if sor _heatsmks are being cooled Wlth hot air. Re-
mains power is not restored. du0|.ng processor frequency when idle can dra-
matically reduce the heat production.
 Stay up and running, mains power will be
provided by backup generators as soon a5.6 Smaller Enclosures
the generators can be started.

The drive to build servers in smaller boxes,
In these scenarios, transitioning to lower perwhether as standalone machines or slim rack-
formance states will maximize battery life, or mount machines, means that there is less space
reduce the amount of generator/battery powefor air to circulate. Placing many slim rack-
capacity required. mounts together in a rack (of which the most
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demanding case is a blade server) aggravates « Two disk drives (Western Digital 250

the cooling problem as the neighboring boxes = GByte SATA), 16W read/write, 10W idle

are also generating heat. (spinning), 1.3W sleep (not spinning).
Note SCSI drives typically consume more

6 System Power Budget POWEL

» DVD Drive, 10W read, 1W idle/sleep.

The processors are only part of the system. We « PC| 2.2 Slots — absolute max of 25W per
therefore need to understand the power con-  slot, system will have a total power budget
sumption of the entire system to see how sig-  that may not account for maximum power
nificant processor frequency managementison in all slots. Estimate 2 slots occupied at a
the power consumption of the whole system. total of 20W.

A system power budget is obviously plat- ¢ VGA video card in a PCI slot. 5W. (AGP
form specific. This sample DC (direct cur- would be more like 15W+).

rent) power budget is for a 4-processor AMD

Opteron processor based system. The system ® DDR DRAM, 10W max per DIMM, 40W
has three 500W power supplies, of which one  [oF 4 GBytes configured as 4 DIMMs.

is redundant. Analysis shows that for many . Network (built in) SW.

operating scenarios, the system could run on

a single power supply. » Motherboard and components 30W.

This analysis is of DC power. For the system ¢ 10 fans @ 6W each. 60W.
in question, the efficiency of the power sup-
plies are approximately linear across varying
loads, and thus the DC power figures expressed
as percentages are meaningful as predictors €€ Table 1 for the sample power budget under
the AC (alternating current) power consump-ousy and light loads.

tlon._ For syste_m_s with power su!ophes that aCrhe light load without any frequency reduction
not linearly efficient across varying loads, theiS baselined as 100%.
calculations obviously have to be factored to

take account of power supply efficiency. The power consumption is shown for the same
light load with frequency reduction enabled,
and again where the idle loop incorporates the
hlt instruction.

» Keyboard + Mouse 3W

System components:

* 4 processors @ 89W = 356W in the maxi- ysing frequency management, the power con-
mum pstate, 4 @ 22W = 88W in the mini- 5, mption drops to 43%, and adding the use of
mum pstate. These are worst case figuregpe it instruction (assuming 50% time halted),

at maximium case temperature, with they,e nower consumption drops further to 33%.
worst case instruction mix. The figures in

Tablel are reduced from these maximumslhese are significant power savings, for sys-
by approximately 10% to account for are-tems that are under light load conditions at
duced case temperature and for a workiimes. The percentage of time that the system
load that does not keep all of the proces-s running under reduced load has to be known
sors’ internal units busy. to predict actual power savings.
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system load 4 2 kbd
cpus| disks | dvd | pci | vga | dram | net | planar| fans| mou || total
busy 320 | 32 10 | 20| 5 40 5 30 60 3 525W
90%
light load 310 | 22 1 |15] 5 38 5 20 60 3 479W
87% 100%
light load, using 79 22 1 |15] 5 38 5 20 20 3 208W
frequency reduction| 90% 43%
light load, using 32 22 1 |15] 5 38 5 20 15 3 156
frequency reduction| 40% 33%
and using hit 50%
of the time

Table 1: Sample System Power Budget (DC), in watts

7 Hardware—AMD Opteron the target processor, the frequency driver has to
use the processor affinity support to force exe-

7.1 Software Interface To The Hardware cution on the Correct processor.

7.2 Multiple Memory Controllers
There are two MSRs, the FIDVID_STATUS

MSR and the FIDVID_CONTROL MSR, that ] )
are used for frequency voltage transitions!" PC architectures, the memory controller is
These MSRs are the same for the single pro@ component of the northbridge, which is tra-
cessor AMD Athlon 64 processors and for theditionally a separate component from the pro-
AMD Opteron MP capable processors. Thes€€SsSor- With AMD Opteron processors, the
registers are not compatible with the pr(:Jvi__northbrld.ge is built into the processor. Th}Js,
ous generation of AMD Athlon processors, and & multi-processor system there are multiple
will not be compatible with the next generation Memory controllers.

of processors. See Figure 1 for a block diagram of a two pro-

The CPU frequency driver for AMD proces- C€SSOr system.

sors _therefore has to change across processgly nrocessor is accessing DRAM that is phys-
revisions, as do the ACPI_PSS objects thatd%ally attached to a different processor, the

scribe pstates. DRAM access (and any cache coherency traf-

The status register reports the current fid and{C) crosses the coherent HyperTransport inter-
vid, as well as the maximum fid, the start fid, Processor links. There is a small performance

the maximum vid and the start vid of the par-Penalty in this case. This penalty is of the or-
ticular processor. dgr of a DRAM page hit versus a DRAM page
miss, about 1.7 times slower than a local ac-
These registers are documented in theess.
BKDG[4]. . . L
This penalty is minimized by the processor
As MSRs can only be accessed by executingaches, where data/code residing in remote
code (the read msr or write msr instructions) orDRAM is locally cached. It is also minimized
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by Linux’s NUMA support. in the processor data sheet; Table 2 shows a

sample of actual DRAM frequencies for the

Note that a single threaded application tha,mmon specified DRAM frequencies, across
is memory bandwidth constrained may benefit, range of core frequencies.

from multiple memory controllers, due to the
increase in memory bandwidth. This table shows that certain DRAM speed /

) N core speed combinations are suboptimal.
When the remote processor is transitioned to

a lower frequency, this performance penalty isEffective memory performance is influenced
worse. An upper bound to the penalty mayby many factors:

be calculated as proportional to the frequency
slowdown. l.e., taking the remote processor
from 2.2 GHz to 1.0 GHz would take the 1.7
factor from above to a factor of 2.56. Note that
this is an absolute worst case, an upper bound
to the factor. Actual impact is workload depen-

dent. * load on the memory controller,

» cache hit rates,

« effectiveness of NUMA memory alloca-
tion routines,

A worst case scenario would be a memory

bound task, doing memory reads at addresses

that are pathologically the worst case for the

caches, with all accesses being to remote mem- « memory speed,

ory. A more typical scenario would see this

penalty alleviated by: » other hardware related items, such as
types of DRAM accesses.

* size of penalty for remote memory ac-
cesses,

» processor caches, where 64 bytes will

be read and cached for a single accesst is therefore necessary to benchmark the ac-

so applications that walk linearly through tual workload to get meaningful data for that
memory will only see the penalty on 64 workload.

byte boundaries,

* memory writes do not take a penalty 74 UMA

(as processor execution continues without

waiting for a write to complete), During frequency transitions, and when Hy-
_ perTransport LDTSTOP is asserted, DRAM is
« memory may be interleaved, placed into self refresh mode. UMA graph-

ics devices therefore can not access DRAM.
UMA systems therefore need to limit the time
that DRAM is in self refresh mode. Time con-
straints are bandwidth dependent, with high
resolution displays needing higher memory
bandwidth. This is handled by the IRT delay
7.3 DRAM Interface Speed time during frequency transitions. When tran-

sitioning multiple steps, the driver waits an ap-
The DRAM interface speed is impacted by thepropriate length of time to allow external de-
core clock frequency. A full table is published vices to access memory.

» kernel NUMA optimizations for non-
interleaved memory (which allocate
memory local to the processor when
possible to avoid this penalty).
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AMD Opteron T™ AMD Opteron T™
DDR _}— Processor <E> Processor —{_ DoR
anHT HnCHT

AMD 8151 TM AMD 8131 TM
8X AGP ——| .
Graphics Tunnel PCI-X Tunnel L PokX
anHT
Legacy PCI :’— .
AMD 8111 T™ AC 97
USB ——
/O Hub EIDE
LPC — —

Figure 1. Two Processor System

Processor|| 100MHz | 133MHz | 166MHz | 200MHz
Core DRAM DRAM DRAM DRAM
Frequency| spec spec spec spec
800MHz 100.00 | 133.33 | 160.00 | 160.00
1000MHz || 100.00 | 125.00 | 166.66 | 200.00
2000MHz || 100.00 | 133.33 | 166.66 | 200.00
2200MHz || 100.00 | 129.41 | 157.14 | 200.00

Table 2: DRAM Frequencies For A Range Of Processor Core Frequencies
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7.5 TSC Varying required code, and the hardware time to per-
form the transition.

a register that increments with the processor

clock. Multiple reads of the register will see N
increasing values. This register increments on * Waiting for the VRM to be stable at a
each core clock cycle in the current generation ~ Néwer voltage,

of processors. Thus, the rate of increase of the
TSC when compared with “wall clock time”
varies as the frequency varies. This causes
problems in code that calibrates the TSC incre- waiting for DRAM to be placed into and
ments against an external time source, and then  then taken out of self refresh mode around
attempts to use the TSC to measure time.

« waiting for the PLL to lock at the new fre-
quency,

a frequency transition.

The Linux kernel uses the TSC for such tim-
ings, for example when a driver calls udelay().The time taken to transition between two states
In this case it is not a disaster if the udelay()is dependent on both the initial state and the
call waits for too long as the call is defined totarget state. This is due to :

allow this behavior. The case of the udelay()
call returning too quickly can be fatal, and this
has been demonstrated during experimentation
with this code.

* multiple steps being required in some
cases,

 certain operations are lengthier (for ex-
ample, voltage is stepped up in multiple
stages, but stepped down in a single step),

This particular problem is resolved by the
cpufreq driver correcting the kernel TSC cal-
ibration whenever the frequency changes.

This issue may impact other code that uses ° difference in code execution time depen-
the TSC register directly. It is interesting to dent on processor speed (although this is
note that it is hard to define a correct behavior. ~ MiNor).

Code that calibrates the TSC against an exter-

nal clock will be thrown off if the rate of in- Measurements, taken by calibrating the fre-
crement of the TSC should change. Howeverquency driver, show that frequency transitions

other code may expect a certain code sequenggr a processor are taking less than 0.015 sec-
to consistently execute in approximately thepnds.

same number of cycles, as measured by the

TSC, and this code will be thrown off if the be- Further experimentation with multiple proces-

havior of the TSC changes relative to the pro-Sors showed a worst case transition time of less

cessor speed. than 0.08 seconds to transition all 4 processors
from minimum to maximum frequency, and

7.6 Measurement Of Frequency Transition sll_ghtly faster to transition from maximum to
Times minimum frequency.

Note, there is a driver optimization under
The time required to perform a transition is aconsideration that would approximately halve
combination of the software time to execute thethese transition times.
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7.7 Use of Hardware Enforced Throttling The kernel support coddirfux/kernel/
cpufreq.c ) handles timing changes such as

The southbridge (/O Hub, example AMD- UPdating the kernel constarmvops_per_
8111™ HyperTransport /O Hub) is capableleS . as well as notifiers (system com-
of initiating throttling via the HyperTransport PONents that need to be notified of a frequency
stopclock message, which will ramp down theCange).

CPU grid by the programmed amount. This . _

may be initiated by the southbridge for thermal8-1 History Of The AMD Frequency Driver

throttling or for other reasons.
The CPU frequency driver for AMD Athlon

This throttling is transparent to software, other(the previous generation of processors) was
than the performance impact. developed by Dave Jones. This driver sup-
ports single processor transitions only, as the
pstate transition capability was only enabled in
mobile processors. This driver used the PSB

The hardware enforced throttling is generallyméchanism to determine valid pstates for the
not of relevance to the software managemenpfOCessor. This driver has subsequently been
of processor frequencies. However, a syster§nhanced to add ACPI support.

designer would need to take care to €NSUrene initial AMD Athlon 64 and AMD Opteron

t_hat the IO ptlm?l scenan(/)s IO ccur_—|.e.} ransiyiver (developed by me, based upon Dave'’s
tion to a lower frequency/voltage in preference, , jiq - work, and with much input from Do-

to hardwar.e thrgttling n high pstates. , Theminik and others), was also PSB based. This
g:?DSGzonflguratlons are documented in theWas followed by a version of the driver that
[4]. added ACPI support.

For Mmaximum power savings, the Sc,’lJthb”d(-:le'l'he next release is intended to add a built-in

would be configured to |n|t|at(_e throtth_ng when table of pstates that will allow the checking of

the processor executes thié  instruction. BIOS supplied data, and also allow an override
capability to provide pstate data when not sup-

8 Software plied by BIOS.

This throttling is of greatest value in the lowest
pstate, due to the reduced voltage.

8.2 User Interface
The AMD frequency driver is a small part of
the software involved. The frequency driverpq deprecated /proc/cpufreq (and
fits into the CPUFreq architecture, which is Jprocisys ) file system offers control over

part of the 2.6 kernel. Itis also available as ay)| hrocessors or individual processors. By
patch for the 2.4 kernel, and many dlstrlbutlonsechoing values into this file, the root user

do include it. can change policies and change the limits on

The CPUFreq architecture includes kernel sup2vailable frequencies.

port, the CPUFreq driver itselfdfivers/
cpufreq ), an architecture specific driver to
control the hardware (powernow-k8.ko is thisConstrain all processors to frequencies be-
case), andsys file system code for userland tween 1.0 GHz and 1.6 GHz, with the perfor-
access. mance policy (effectively chooses 1.6 GHz):

Examples:
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echo -n "1000000:16000000: 8.3 Control From User Space And User Dae-
performance" > /proc/cpufreq mons

Constrain processor 2 to run at only 2.0 GHz: The interface to thesys filesystem allows
echo -n "2:2000000:2000000 userland control _and query funptionality. Some
form of automation of the policy would nor-
mally be part of the desired complete imple-
The “performance” refers to a policy, with mentation.

the other policy available being “powersave.” o
These policies simply forced the frequency to ! his automation is dependent on the reason for

be at the appropriate extreme of the availablé/Sing frequency management. As an example,
range. With the 2.6 kernel, the choice is nor-for the case of transitioning to a lower pstate
mally for a “userspace” governor, which allows When running on a UPS, a daemon will be no-
the (root) user or any user space code (runnin fied of the failure of mains power, and that

with root privilege) to dynamically control the daemon will trigger the frequency change by
frequency. writing to the control files in thésys filesys-

tem.
With the 2.6 kernel, a new interface in the . _
/sys filesystem is available to the root user, "€ CPUFreq architecture has thus split the
deprecating théproc/cpufreq method. implementation into multiple parts:

performance” > proc/cpufreq

The control and status files exist under 1
/sys/devices/system/cpu/cpuN/ '
cpufreq , where N varies from O up- 2. kernel space driver for common function-
wards, dependent on which processors are ality

online. Among the other files in each proces-

user space policy

sor's directory, scaling_min_freq and 3. _kernel space driver for processor specific
scaling_max_freq control the minimum implementation.

and maximum of the ranges in which the fre-

quency may vary. Thecaling_governor There are multiple user space automation
file is used to control the choice of gov- implementations, not all of which currently
ernor. See |I_nux/Documentat|on/ support multiprocessor systems. One that
cpu-freg/userguide.txt for more does, and that has been used in this
information. project is cpufreqd version 1.1.ht{p://
Examples: sourceforge.net/projects/cpufreqd ).

This daemon is controlled by a configuration
PTiIe. Other than making changes to the con-
figuration file, the author of this paper has not
cd /sys/devices/system/cpu been involved in any of the development work
on cpufreqd, and is a mere user of this tool.

Constrain processor 2 to run only in the rang
1.6 GHz to 2.0 GHz:

cd cpu2/cpufreq
The configuration file specifies profiles and

echo 1600000 > scaling_min_freq rules. A profile is a description of the system
settings in that state, and my configuration file

echo 2000000 > scaling_max_freq is setup to map the profiles to the processor
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pstates. Rules are used to dynamically choosepu_interval=0-40
which profile to use, and my rules are setupprofile=lo_boost
to transition profiles based on total processor

load.

#medium busy 30%-80%
[Rule]

My simple configuration file to change proces-,5me=|o cpu_boost

sor frequency dependent on system load is:

[General]
pidfile=/var/run/cpufreqd.pid
poll_interval=2
pm_type=acpi

# 2.2 GHz processor speed
[Profile]

name=hi_boost
minfreq=95%

maxfreq=100%
policy=performance

# 2.0 GHz processor speed
[Profile]
name=medium_boost
minfreq=90%

maxfreq=93%
policy=performance

# 1.0 GHz processor Speed
[Profile]

name=Ilo_boost

minfreq=40%

maxfreq=50%
policy=powersave

[Profile]
name=lo_power
minfreq=40%
maxfreq=50%
policy=powersave

[Rule]

#not busy 0%-40%
name=conservative
ac=on
battery_interval=0-100

ac=on
battery_interval=0-100
cpu_interval=30-80

profile=medium_boost

#really busy 70%-100%
[Rule]
name=hi_cpu_boost
ac=on
battery_interval=50-100
cpu_interval=70-100
profile=hi_boost

This approach actually works very well for
multiple small tasks, for transitioning the fre-
guencies of all the processors together based
on a collective loading statistic.

For a long running, single threaded task, this
approach does not work well as the load is only
high on a single processor, with the others be-
ing idle. The average load is thus low, and
all processors are kept at a slow speed. Such
a workload scenario would require an imple-
mentation that looked at the loading of individ-
ual processors, rather than the average. See the
section below on future work.

8.4 The Drivers Involved

powernow-k8.ko arch/i386/
kernel/cpu/cpufreg/powernow-k8.

c (the same source code is built as a 32-bit
driver in thei386 tree and as a 64-bit driver
in thex86_64 tree)

drivers/acpi

drivers/cpufreq
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The Test Driver processor, and extracts the (proprietary) data
. from the ACPI_PSSobijects. This data is ver-
Note that thepowernow-k8.ko  driver does ifiaq as far as is reasonable. Per-processor data

not export any read, write, or ioctl interfaces. apjes for use during frequency transitions are
For test purposes, a second driver exists With.qstructed from this information.

an ioctl interface for test application use. The

test driver was a big part of the test effort onpowernowk8_cpu_exit()

powernow-k8.ko  prior to release. )
Per-processor cleanup routine.

8.5 Frequency Driver Entry Points powernowk8_verify()

powernowk8_init() When the root user (or an application running
_ o ~ onbehalf of the root user) requests a change to
Driver late_initcall . Initialization iS  the minimum/maximum frequencies, or to the

late as the acpi driver needs to be initializedyolicy or governor, the frequency driver’s ver-
first. Verifies that all processors in the systemification routine is called to verify (and correct
are capable of frequency transitions, and thaf necessary) the input values. For example,
all processors are supported processors. Builds the maximum speed of the processor is 2.4
a data structure with the addresses of the fOLGHZ and the user requests that the maximum
entry points for cpufreq use (listed below), andrange be set to 3.0 GHz, the verify routine will
callscpufreq_register_driver() : correct the maximum value to a value that is ac-
tually possible. The user can, however, chose a
value that is less than the hardware maximum,

Called when the driver is to be unloaded. Callsfor example 2.0 GHz in this case.
cpufreq_unregister_driver()

powernowk8_exit()

As this routine just needs to access the per-

8.6 Frequency Driver Entry Points For Use By processor_data, and not any MSRS’. it does not
The CPUFreq driver matter which processor executes this code.

powernowk8_target()
powernowk8 cpu_init()

This is the driver entry point that actually per-
This is a per-processor initialization routine. forms a transition to a new frequency/voltage.
As we are not guaranteed to be executing OIThjs entry point is called for each processor

the processor in question, and as the drivethat needs to transition to a new frequency.
needs access to MSRs, the driver needs to force

itself to run on the correct processor by usingThere is therefore an optimization possible by
set_cpus_allowed() ) enhancing the interface between the frequency
driver and the CPUFreq driver for the case
This pre-processor initialization allows for pro- \where all processors are to be transitioned to
cessors to be taken offline or brought online dy4 new, common frequency. However, it is not
namically. I.e., this is part of the software sup-clear that such an optimization is worth the
port that would be needed for processor hotgomplexity, as the functionality to transition a

plug, although this is not supported in the hardsingle processor would still be needed.
ware.

This routine is invoked with the processor
This routine finds the ACPI pstate data for this
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number as a parameter, and there is no guaraRegisters the frequency driver as being the
tee as to which processor we are currently exedriver capable of performing frequency transi-
cuting on. As the mechanism for changing thetions on this platform. Only one driver may be

frequency involves accessing MSRs, it is necregistered.

essary to execute on the target processor, and _ _

the driver forces its execution onto the targeCPufreq_unregister_driver()

processor by usinget_cpus_allowed() Unregisters the driver, when it is being un-

The CPUFreq helpers are then used to detefo2ded.
mine the c_orrect tar_get frequeng_/. Once a Choépufreq_n otify_transition()
sen targefid andvid are identified:

Used to notify the CPUFreq driver, and thus the
kernel, that a frequency transition is occurring,
and triggering recalibration of timing specific

code.

* the cpufreq driver is called to warn that a
transition is about to occur,

e the actual transition code within

powernow-k8 is called, and then cpufreq_frequency_table_target()

Helper function to find an appropriate table en-

) the cpufreq drlver_ IS called again to Con'try for a given target frequency. Used in the
firm that the transition was successful. driver's target function.

The actual transition is protected with acpufreq_frequency_table_verlfy()

semaphore that is used across all processoffelper function to verify that an input fre-

sor from interfering with transitions on other complete implementation of the driver’s verify
processors. This is due to the inter-processof;nction.

communication that occurs at a hardware level
when a frequency transition occurs. cpufreq_frequency_table cpuinfo()

Supplies the frequency table data that is used
on subsequent helper function calls. Also aids

_ _ ~with providing information as to the capabili-
The CPUFreq interface provides entry pointsyjes of the processors.

that are required to make the system function.

8.7 CPUFreq Interface

It also provides helper functions, which need8.8 Calls To The ACPI Driver

not be used, but are there to provide common

funct_ic_)nali_ty across t_he _set of all a_rChiteCtureacpi_processor_register_performance()
specific drivers. Elimination of duplicate good

is a good thing! An architecture specific driver acpi_processor_unregister_performance()
can build a table of available frequencies, and _ o
pass this table to the CPUFreq driver. TheHelper functions used at per-processor initial-

helper functions then simplify the architecture!Z&tion time to gain access to the data from the
driver code by manipulating this table. _PSS object for that processor. This is a prefer-
able solution to the frequency driver having to

cpufreq_register_driver() walk the ACPI namespace itself.
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8.9 The Single Processor Solution 8.10 Stages Of Development, Test And Debug
Of The Driver

The algorithm for transitioning to a new fre-
Many of the kernel system calls collapse toquency is complex. See the BKDG[4] for a
constants when the kernel is built withoutgood description of the steps required, includ-
multiprocessor support. For examplaim_  ing flowcharts. In order to test and debug the
online_cpus() becomes a macro with the frequency/voltage transition code thoroughly,
value 1. By the careful use of the defini- the author first wrote a simple simulation of the
tions in smp.h, the same driver code handleprocessor. This simulation maintained a state
both multiprocessor and single processor mamachine, verified that fid/vid MSR control ac-
chines without the use of conditional compi-tivity was legal, provided fid/vid status MSR
lation. The multiprocessor support obviouslyresults, and wrote a log file of all activity. The
adds complexity to the code for a single proceseore driver code was then written as an appli-
sor code, but this code is negligible in the casesation and linked with this simulation code to
of transitioning frequencies. The driver ini- allow testing of all combinations.
tialization and termination code is made more )
complex and lengthy, but this is not frequently "€ driver was then developed as a skele-

executed code. There is also a small penalty i USing printk to develop and test the
terms of code space. BIOS/ACPI interfaces without having the fre-

guency/voltage transition code present. This is
The author does not feel that the penalty of thdbecause attempts to actually transition to an in-
multiple processor support code is noticeablevalid pstate often result in total system lock-
on a single processor system, but this is obviups that offer no debug output—if the proces-
ously debatable. The current choice is to havesor voltage is too low for the frequency, suc-
a single driver that supports both single proceseessful code execution ceases.

sor and multiple processor systems. )
When the skeleton was working correctly, the

As the primary performance cost is in termsactual transition code was dropped into place,
of additional code space, it is true that a sin-and tested on real hardware, both single pro-
gle processor machine with highly constrainedcessor and multiple processor. (The single pro-
memory may benefit from a simplified driver cessor driver was released many months before
without the additional multi-processor supportthe multi-processor capable driver as the multi-
code. However, such a machine would segrocessor capable hardware was not available
greater benefit by eliminating other code thatin the marketplace.) The functional driver was
would not be necessary on a chosen platformtested, using printk to trace activity, and using
For example, the PSB support code could bexternal hardware to track power usage, and
removed from a memory constrained singleusing a test driver to independently verify reg-
processor machine that was using ACPI. ister settings.

This approach of removing code unnecessaryhe functional driver was then made available
for a particular platform is not a wonderful ap- to various people in the community for their
proach when it leads to multiple variants offeedback. The author is grateful for the ex-
the driver, all of which have to be supportedtensive feedback received, which included the
and enhanced, and which makes Kconfig evechanged code to implement suggestions. The
more complex. driver as it exists today is considerably im-
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proved from the initial release, due to this feed- 2. ACPI PSS objects. Whereas the ACPI
back mechanism. specification is a standard, the data within
the_PSSobjects is AMD specific (and, in

. . fact, processor family specific), and thus
9 How To Determine Valid PStates there is still a proprietary nature of this so-

For A Given Processor lution.

AMD defines pstates for each processor. AT
performance state is a frequency/voltage pai(rjata from the ACPI objects. ACPI does in-

that is valid for operation of that processor. o . :
. s ., _troduce some limitations, which are discussed
These are specified as fid/vid (frequency iden;

tifier/voltage identifier values) pairs, and are!ater' Experimentation is ongoing with a built
documented in the Processor Thermlal and DatIn database approach _to the problem in an at-
Sheets (see references). The worst case procet%-m Pt _to bypas_s t hese issues, and f_;llso to allow
o . checking of validity of the ACPI provided data.
sor power consumption for each pstate is also

characterized. The BKDGJ4] contains tables
for mapping fid to frequency and vid to volt- 10 ACPI And Frequency Restric-

age. tions

he current AMD frequency driver obtains

Pstates are processor specific. l.e., 2.0 GHz at

1.45Vv may be CorreCt for one mOdEl/rGVlSlonACP|[5] provides the_PPCObject’ that is used
of processor, but is not necessarily correct fokg constrain the pstates available. This object
a different/revision model of processor. is dynamic, and can therefore be used in plat-

. forms for purposes such as:
Code can determine whether a processor sup- purp

ports or does not support pstate transitions by

executing the cpuid instruction. (For details, « forcing frequency restrictions when oper-
see the BKDGJ4] or the source code for the ating on battery power,

Linux frequency driver). This needs to be done

for each processor in an MP system. « forcing frequency restrictions due to ther-

_ mal conditions.
Each processor in an MP system could theoret-

ically have different pstates.
For battery / mains power transitions, an ACPI-

Ideally, the processor frequency driver wouldcompliant GPE (General Purpose Event) input
not contain hardcoded pstate tables, as thg the chipset (/0 hub) is dedicated to assign-
driver would then need to be revised for newjng a SCI (System Control Interrupt) when the
processor revisions. The chosen solution is tower source changes. The ACPI driver will

have the BIOS provide the tables of pstatesihen execute the ACPI control method (see the
and have the driver retrieve the pstate data from pSR power source ACPI object), which is-

the BIOS. There are two such tables defined foges a notify to the CPUnobject, which trig-

use by BIOSs for AMD systems: gers the ACPI driver to re-evaluate th®@PC
object. If the current pstate exceeds that al-
1. PSB, AMD’s original proprietary mech- lowed by this new evaluation of thePPCob-
anism, which does not support MP. Thisject, the CPU frequency driver will be called to
mechanism is being deprecated. transition to a lower pstate.
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11 ACPI Issues processors.

ACPI as a standard is not perfect. Thereisvari13 Qther Software-directed Power
ation among different implementations, and Saving Mechanisms

Linux ACPI support does not work on all ma-

chines.
13.1 Use Of TheHLT Instruction

ACPI does introduce some overhead, and some

users are not willing to enable ACPI. The hlt instruction is normally used when the

ACPI requires that pstates be of equivalenpperating system has no code for the processor

power usage and frequency across all proce§9 execute. This is the ACPI C1 state. Exe-

sors. In a system with processors that are ccution of instructions ceases, until the proces-

pable of different maximum frequencies (for sor is restarted with an interrupt. The power
example, one processor capable of 2.0 GH;avings are maximized when the hlt state is en-

and a second processor capable of 2.2 GHz}?red in the minimum pstate, due to the lower

compliance with the ACPI specification meansYOltagej The alternatlye to the use of the hit

that the faster processor(s) will be restricted tdnstruction is a do nothing loop.

the maximum speed of the slowest processor.

Also, if one processor has 5 available pstatest3-2 Use of Power Managed Chipset Drivers

the presence of processor with only 4 available

pstates will restrict all processors to 4 pstates.Devices on the planar board, such as a PCI-X
bridge or an AGP tunnel, may have the capabil-
ity to operate in lower power modes. Entering

and leaving the lower power modes is under the
control of the driver for that device.

12 What Is There Today?

AMDis shlpplng_pg,tate capable AMD Opteron Note that HyperTransport attached devices can
processors (revision CG). Server processor

. N ﬁansition themselves to lower power modes
prior to revision CG were not pstate capable P

: when certain messages are seen on the bus.
All AMD Athlon 64 processors for mobile and However, this functionality is typically config-
desktop are pstate capable.

urable, so a chipset driver (or the system BIOS
BKDG[4] enhancements to describe the capaduring bootup) would need to enable this capa-
bility are in progress. bility.

AMD internal BIOSs have the enhancements. )
These enhancements are rolling out to the publ4  ltems For Future Exploration
licly available BIOSs along with the BKDG

enhancements. 14.1 A Built-in Database

The multi-processor capable Linux frequency ) _ ]
driver has released under GPL. The theory is that the driver could have a built-

in database of processors and the pstates that
The cpufreqd user-mode daemon, availabléhey support. The driver could then use this
for download fromhttp://sourceforge. database to obtain the pstate data without de-
net/projects/cpufreqd supports multiple pendencies on ACPI, or use it for enhanced
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checking of the ACPI provided data. The dis-may be a problem.
advantage of this is the need to update the = .
database for new processor revisions. The addiding Thermal Conditions

vantages are the ability to overcome the ACPlhe concern with the use of CPU frequency

imposed restrictions, and also to allow the UStanipulation to avoid overheating is that hard-
of the technology on systems where the ACP|are problems may not be noticed. Over tem-

support is not enabled. perature conditions would normally cause ad-
ministrator alerts, but if the processor is first
taken to a lower frequency to hold temperature
down, then the alert may not be generated. A
An enhanced scheduler for the 2.6 kernekailing fan (not spinning at full speed) could
(2.6.6-bk1) is aware of groups of processorsherefore be missed. Some hardware compo-
with different processing power. The powernents fail gradually, and early warning of im-
tating of each CPU group should be dynami-minent failures is needed to perform planned
cally adjusted using a cpufreq transition noti-maintenance. Losing this data would be bad-
fier as the processor frequencies are changedness.

14.2 Kernel Scheduler—CPU Power

See http://lwn.net/Articles/ _
80601/ for a detailed acount of the schedulerl5 Legal Information
changes.

Copyright © 2004 Advanced Micro Devices, Inc

14.3 Thermal Management, ACPI Thermal
Zones Permission to redistribute in accordance with Linux

Symposium submission guidelines is granted; all

Publicly available BIOSs for AMD machines other rights reserved.

do not implement thermal zones. Obviouslyamp, the AMD Arrow logo, AMD Opteron,
this is one way to provide the input control for AMD Athlon and combinations thereof, AMD-
frequency management based on thermal cor3111, AMD-8131, and AMD-8151 are trademarks
ditions. of Advanced Micro Devices, Inc.

14.4 Thermal Management, Service Processor Linux is a registered trademark of Linus Torvalds.

HyperTransport is a licensed trademark of the Hy-
Servers typically have a service processorperTransport Technology Consortium.
which may be compliant to the IPMI specifi- o o
cation. This service processor is able to aCTOthe_r!oroquct names used in this publication are for
curately monitor temperature at different lo- |dentlf|catlon pgrposes only and may be trademarks
cations within the chassis. The 2.6 kernel°f their respective companies.
includes an IPMI driver. User space code
may use these thermal readings to control farlg References
speeds and generate administrator alerts. It
may make sense to also use these accurate ther4, AMD Opteron™ Processor Data Sheet,
mal readings to trigger frequency transitions. publication 23932, available fromvww.

. ) amd.com
The interaction between thermal events from

the service processor and ACPI thermal zones 2. AMD Opteron™ Processor Power And



Thermal Data Sheet, publication 30417,
available fromwww.amd.com

. AMD Athlon™ 64 Processor Power And
Thermal Data Sheet, publication 30430,
available fromwww.amd.com

. BIOS and Kernel Developer’s Guide (the
BKDG) for AMD Athlon™ 64 and AMD
Opteron™ Processors, publication 26094,
available fromwww.amd.com. Chapter

9 covers frequency management.

. ACPI 2.0b Specification, fromwww.
acpi.info

. Text documentation files in the kernel
linux/Documentation/cpu-freq/
directory:

index.txt

user-guide.txt
* core.txt
cpu-drivers.txt

governors.txt
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Abstract 1

History

Historically, Linux distributions bundle device
drivers into essentially one large kernel pack-

DKMS is a framework which allows individua
kernel modules to be upgraded without chang-
ing your whole kernel. Its primary audience
is fourfold: system administrators who want
to update a single device driver rather than
wait for a new kernel from elsewhere with it
included; distribution maintainers, who want
to release a single targeted bugfix in between .
larger scheduled updates; system manufactur-
ers who need single modules changed to sup-
port new hardware or to fix bugs, but do not
wish to test whole new kernels; and driver
developers, who must provide updated device
drivers for testing and general use on a wide
variety of kernels, as well as submit drivers to
kernel.org.

Since OLS2003, DKMS has gone from a good
idea to deployed and used. Based on end user
feedback, additional features have been added:
precompiled module tarball support to speed
factory installation; driver disks for Red Hat
distributions; 2.6 kernel support; SUSE ker-
nel support. Planned features include cross-
architecture build support and additional dis-
tribution driver disk methods.

In addition to overviewing DKMS and its fea-

| age, for several primary reasons:

» Completeness: The Linux kernel as dis-

tributed on kernel.org includes all the de-
vice drivers packaged neatly together in
the same kernel tarball. Distro kernels fol-
low kernel.org in this respect.

Maintainer simplicity: With over 4000
files in the kerneldrivers/ directory,
each possibly separately versioned, it
would be impractical for the kernel main-
tainer(s) to provide a separate package for
each driver.

Quality Assurance / Support organization
simplicity: It is easiest to ask a user “what

kernel version are you running,” and to

compare this against the list of approved
kernel versions released by the QA team,
rather than requiring the customer to pro-
vide a long and extensive list of package
versions, possibly one per module.

* End user install experience: End users

don’t care about which of the 4000 pos-
sible drivers they need to install, they just
want it to work.

tures, we explain how to create a dkms.conf fileThis works well as long as you are able to make

to DKMS-ify your kernel module source.

the “top of the tree” contain the most current
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and most stable device driver, and you are ablgersions of their drivers to match their end
to convince your end users to always run theusers’ needs. Often these requirements are
“top of the tree.” Thekernel.org develop- imposed on them by system vendors such
ment processes tend to follow this model withas Dell in support of a given distro release.
great success. However, each driver developer was free to
) ) _ provide the backport mechanism in any way
But widely used distros cannot ask their USerhey chose. Some provided architecture-
to always update to the top of the kernel.orgspeciﬁc RPMs which contained only precom-

tree. Instead, they start their products from thepiled modules. Some provided source RPMs
top of the kernel.org tree at some pointin time,,hich could be rebuilt for the running ker-

essentially freezing with that, to begin their test o] some provided driver disks with precom-

cycles. The duration of these test cycles capjied modules. Some provided just source code
be as short as a few weeks, and as long as ghiches, and expected the end user to rebuild
few years, but 3-6 months is not unusual. Durthe kernel themselves to obtain the desired de-
ing this time, the kernel.org kernels march for-yia driver version. All provided their own

ward, and some (but not all) of these changegakefiles rather than use the kernel-provided
are backported into the distro’s kernel. Theyy;iig system.

then apply the minimal patches necessary for

them to declare the product finished, and movéAs a result, different problems were encoun-
the project into the sustaining phase, wherdered with each developers’ solution. Some
changes are very closely scrutinized before redevelopers had not included their drivers in

leasing them to the end users. the kernel.org tree for so long that that there
were discrepancies, e.gCONFIG_SMPvs
1.1 Backporting __SMP__, CONFIG_2G vs. CONFIG_3G

and compiler option differences which went

It is this sustaining phase that DKMS targets_unnoticed and resulted in hard-to-debug issues.

DKMS can be used to backport newer deviceyggjess to say, with so many different mech-

driver versions from the “top of the tree” ker- 5nigms all done differently, and all with differ-
nels where most development takes place to thgy; rohlems, it was a nightmare for end users.
now-historical kernels of released products.

_ . A new mechanism was needed to cleanly han-
The PATCH_MATCHkhechanism was specif- o annlying updated device drivers onto an

ically designed to allow the application of
patches to a “top of the tree” device driver to
make it work with older kernels. This allows
driver developers to continue to focus their ef-
forts on keeping kernel.org up to date, while al-
lowing that same effort to be used on existing2 Goals

products with minimal changes. See Section 6

for a further explanation of this feature. DKMS has several design goals.

end user’s system. Hence DKMS was created
as the one module update mechanism to re-
place all previous methods.

1.2 Driver developers’ packagin _ _
Pers'p 9ing » Implement only mechanism, not policy.

Driver developers have recognized for a long <« Allow system administrators to easily
time that they needed to provide backported know what modules, what versions, for



what kernels, and in what state, they have
on their system.

» Keep module source as it would be found
in the “top of the tree” on kernel.org. Ap-
ply patches to backport the modules to
earlier kernels as necessary.

» Use the kernel-provided build mecha-
nism. This reduces the Makefile magic
that driver developers need to know, thus
the likelihood of getting it wrong.

» Keep additional DKMS knowledge a
driver developer must have to a minimum.
Only a small per-driver dkms.conf file is
needed.

* Allow multiple versions of any one mod-
ule to be present on the system, with only
one active at any given time.

e Allow DKMS-aware drivers to be
packaged in the Linux Standard Base-
conformant RPM format.

» Ease of use by multiple audiences: driver
developers, system administrators, Linux
distros, and system vendors.

We discuss DKMS as it applies to each of these
four audiences.

3 Distributions

All present Linux distributions distribute de-
vice drivers bundled into essentially one large
kernel package, for reasons outlined in Sec-
tion 1. It makes the most sense, most of the
time.

However, there are cases where it does not
make sense.
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» Severity 1 bugs are discovered in a sin-

gle device driver between larger sched-
uled updates. Ideally you'd like your af-
fected users to be able to get the single
module update without having to release
and Q/A a whole new kernel. Only cus-
tomers who are affected by the particular
bug need to update “off-cycle.”

Solutions vendors, for change control rea-
sons, often certify their solution on a par-
ticular distribution, scheduled update re-
lease, and sometimes specific kernel ver-
sion. The latter, combined with releasing
device driver bug fixes as whole new ker-
nels, puts the customer in the untenable
position of either updating to the new ker-
nel (and losing the certification of the so-
lution vendor), or forgoing the bug fix and
possibly putting their data at risk.

Some device drivers are not (yet) included
in kernel.org nor a distro kernel, however
one may be required for a functional soft-
ware solution. The current support mod-
els require that the add-on driver “taint”

the kernel or in some way flag to the sup-
port organization that the user is running
an unsupported kernel module. Tainting,
while valid, only has three dimensions

to it at present: Proprietary—non-GPL

licensed; Forced—Iloaded viasmod

-f ; and Unsafe SMP—for some CPUs
which are not designed to be SMP-
capable. A GPL-licensed device driver
which is not yet in kernel.org or provided

by the distribution may trigger none of

these taints, yet the support organization
needs to be aware of this module’s pres-
ence. To avoid this, we expect to see
the distros begin to cryptographically sign
kernel modules that they produce, and
taint on load of an unsigned module. This
would help reduce the support organiza-
tion’s work for calls about “unsupported”
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configurations. With DKMS in use, there 3.1 Mechanism
is less a need for such methods, as it's easy

to see which modules have been changedsy s provides only the mechanism for up-

dating individual kernel modules, not policy.
As such, it can be used by distributions (per
their policy) for updating individual device
drivers for individual users affected by Severity
1 bugs, without releasing a whole new kernel.
» The distro QA team would like to test up-

dates to specific drivers without waiting The first mechanism critical to a system admin-

for the kernel maintenance team to rebuildiStrator or support organization is tseatus

the kernel package (which can take manycommand, which reports the name, version,

hours in some cases). Likewise, individ-and state of each kernel module under DKMS

ual end users may be willing (and often becontrol. - By querying DKMS for this infor-
required, e.g. if the distro QA team can’'t Mation, system administrators and distribution

reproduce the users’s hardware and softSUPport organizations may quickly understand

particular bug is fixed in a driver, prior SPeed resolution when issues are seen.

to releasing the fix tall of that distro’s
users.

Note: this is not to suggest that driver au-
thors should not submit their drivers to
kernel.org —absolutely they should.

DKMS'’s ability to generate driver diskettes
gives control to both novice and seasoned sys-
tem administrators alike, as they can now per-
« New hardware support via driver disks: form work which otherwise they would have
Hardware vendors release new hardwar¢éo wait for a support organization to do for
asynchronously to any software vendorthem. They can get their new hardware sys-
schedule, no matter how hard companiesems up-and-running quickly by themselves,
may try to synchronize releases. OS dis{eaving the support organizations with time to
tributions provide install methods which do other more interesting value-added work.
use driver diskettes to enable new hard-
ware for previously-released versions of3.2 Policy
the OS. Generating driver disks has al-
ways been a difficult and error-prone pro-
cedure, different for each OS distribution,
not something that the casual end-user

would dare attempt. « Updates must pass QA. This seems ob-
vious, but it reduces broken updates (de-
signed to fix other problems) from being

DKMS was designed to address all of these  released.
concerns.

Suggested policy items include:

» Updates must be submitted, and ideally be
DKMS aims to provide a clear separation be- included already, upstream. For this we
tween mechanism (how one updates individual ~ expect kernel.org and the OS distribution
kernel modules and tracks such activity) and  to include the update in their next larger
policy (when should one update individual ker- scheduled update. This ensures that when
nel modules). the next kernel.org kernel or distro update



comes out, the short-term fix provided via
DKMS is incorporated already.

* The AUTOINSTALLmMechanism is set to
NOfor all modules which are shipped with
the target distro’'s kernel. This prevents
the DKMS autoinstaller from installing
a (possibly older) kernel module onto a
newer kernel without being explicitly told
to do so by the system administrator. This
follows from the “all DKMS updates must
be in the next larger release” rule above.

* All issues for which DKMS is used are
tracked in the appropriate bug tracking
databases until they are included up-
stream, and are reviewed regularly.

* Al DKMS packages are provided as
DKMS-enabled RPMs for easy installa-
tion and removal, per the Linux Standard
Base specification.

» All DKMS packages are posted to the dis-
tro’s support web site for download by
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* Alternate drivers: Dell occasionally needs

to provide an alternate driver for a piece of
hardware rather than that provided by the
distribution natively. For example, Dell
provides the Intel iIANS network channel
bonding and failover driver for customers
who have used iIANS in the past, and wish
to continue using it rather than upgrading
to the native channel bonding driver resi-
dent in the distribution.

Factory installation: Dell installs various
OS distribution releases onto new hard-
ware in its factories. We try not to up-
date from the gold release of a distribution
version to any of the scheduled updates,
as customers expect to receive gold. We
use DKMS to enable newer device drivers
to handle newer hardware than was sup-
ported natively in the gold release, while
keeping the gold kernel the same.

system administrators affected by the par\ye priefly describe the policy Dell uses, in ad-

tiular issue.

dition to the above rules suggested to OS dis-

tributions:

4 System Vendors

DKMS is useful to System Vendors such as
Dell for many of the same reasons it's useful
to the Linux distributions. In addition, system
vendors face additional issues:

 Critical bug fixes for distro-provided

drivers: While we hope to never need
such, and we test extensively with distro-
provided drivers, occasionally we have
discovered a critical bug after the distri-
bution has cut their gold CDs. We use
DKMS to update just the affected device
drivers.

* Prebuilt DKMS tarballs are required for

factory installation use, for all kernels
used in the factory install process. This
prevents the need for the compiler to be
run, saving time through the factories.
Dell rarely changes the factory install im-
ages for a given OS release, so this is not
a huge burden on the DKMS packager.

All DKMS packages are posted to sup-
port.dell.com for download by system ad-
ministrators purchasing systems without
Linux factory-installed.
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Figure 1: DKMS state diagram.

uninstall

ramove

5 System Administrators 5.3 Using DKMS

5.3.1 Add
5.1 Understanding the DKMS Life Cycle

DKMS manages kernel module versions at

o ) the source code level. The first require-
Before diving into using DKMS to manage ker- ment of using DKMS is that the module

nel modules, it is helpful to understand the life o rce be located on the build system and

cycle by which DKMS maintains your kernel inat it pe located in the directorysr/src/
modules. In Figure 1, each rectangle reprexmodule>-<module-version>/ _ It

sents a state your module can be in and eachysq requires that a dkms.conf file exists with
italicized word represents a DKMS action thatihe appropriately formatted directives within
can used to switch bgtween the various DKMShis configuration file to tell DKMS such things
states. In the following section we will look 55 \where to install the module and how to build
further into each of these DKMS actions andit_ Once these two requirements have been

your ability to utilize these basic commands. - module/module-version to the DKMS tree. For
example:

5.2 RPM and DKMS .
# dkms add -m megaraid2 -v 2.10.3

DKMS was designed to work well with Red This example add command would add
Hat Package Manger (RPM). Many times us-megaraid2/2.10.3 to the already existent
ing DKMS to install a kernel module is as easy/var/dkms  tree, leaving it in the Added
as installing a DKMS-enabled module RPM. state.

Internally in these RPMs, DKMS is used to

add, build , andinstall a module. By _

wrapping DKMS commands inside of an RPM, 2-3.2  Build

you get the benefits of RPM (package version-

ing, security, dependency resolution, and packOnce in the Added state, the module is ready
age distribution methodologies) while DKMS to be built. This occurs through the DKMS
handles the work RPM does not, versioningbuild command and requires that the proper
and building of individual kernel modules. kernel sources are located on the system from
For reference, a sample DKMS-enabled RPMhe /lib/module/<kernel-version>

specfile can be found in the DKMS package. /build  symlink. The make command that is
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used to compile the module is specified in thelf a module by the same name is already
dkms.conf configuration file. Continuing with installed, DKMS saves a copy in its

the megaraid2/2.10.3 example: tree and does so in theévar/dkms/
<module-name>/original_module/
# dkms build -m megaraid2 directory. In this case, it would be saved to
-v 2.10.3 -k 2.4.21-4.ELsmp Ivar/dkms/megaraid2/original_

module/2.4.21-4. ELsmp/

The build command compiles the module

but stops short of installing it. As can be see .

in the above exampléuild expects a kernel- n5'3'4 Uninstall and Remove

version parameter. If this kernel name is left

out, it assumes the currently running kernel.To complete the DKMS cycle, you can also
However, it functions perfectly well to build uninstall or remove your module from the
modules for kernels that are not currently run-ree. Theuninstall ~ command deletes from

ning. This functionality is assured through use/lib/modules the module you installed

of a kernel preparation subroutine that runs beand, if applicable, replaces it with its original

fore any module build is performed in order module. In scenarios where mU'tIple versions
to ensure that the module being built is linkedof @ module are located within the DKMS tree,

against the proper kernel symbols. when one version is uninstalled, DKMS does
not try to understand or assume which of these
Successful completion offauild ~ creates, for other versions to put in its place. Instead, if
this example, thevar/dkms/megaraid2/ a true “original_module” was saved from the
2.10.3/2.4.21-4.ELsmp/ directory as very first DKMS installation, it will be put back
well as the log and module subdirectoriesinto the kernel and all of the other module ver-
within this directory. The log directory holds sions for that module will be left in the Built
a log file of the module make and the modulestate. An exampleninstall would be:
directory holds copies of the resultant binaries.

# dkms uninstall -m megaraid2
-v 2.10.3 -k 2.4.21-4.ELsmp

5.3.3 Install

With the completion of auild , the mod- Again, if the kernel version parameter is un-
ule can now be installed on the kernel forS€t: the currently running Kernel IS assumed,
which it was built. Installation copies the com- although, the same behavior does not occur
piled module binary to the correct location in With theremove command. Theemove and

the /lib/modules/ tree as specified in the Uninstall —are very similar in thatemove
dkms.conf file. If a module by that name is Will do all of the same steps asinstall
already found in that location, DKMS saves it However, whemmremove is employed, if the

in its tree as an original module so at a latefModule-version being removed is the last in-
time it can be put back into place if the newerstance of that module-version for all kernels

module is uninstalled. An exampiestall on your system, after the uninstall portion of

command: the remove completes, it will delete all traces
of that module from the DKMS tree. To put it
another way, when anninstall command

# dkms install -m megaraid2 X .
v 2.10.3 -k 2.4.21-4ELsmp completes, your modules are left in the Built
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state. However, when eemove completes, 5.4.2 Match
you would be left in the Not in Tree state. Here

are two sampleemove commands: Another major feature of DKMS is the match

# dkms remove -m Mmegaraid2 command. The match command takes the con-
v 2103 -k 2.4.21-4ELsmp figuration of DKMS installed modules for one

# dims remove ;M megaraid2 kernel and applies this same configuration to

some other kernel. When the match completes,
the same module/module-versions that were
installed for one kernel are also then installed
on the other kernel. This is helpful when you
are upgrading from one kernel to the next, but
would like to keep the same DKMS modules in
Blace for the new kernel. Here is an example:

With the first exampleremove command,
your module would be uninstalled and if this
module/module-version were not installed on
any other kernel, all traces of it would be re-
moved from the DKMS tree all together. If,
say, megaraid2/2.10.3 was also installed on th
2.4.21-4. ELhugemem kernel, the firstove
command would leave it alone and it would re-# dkms match

main intact in the DKMS tree. In the second  *ph a1 s trame o oo

example, that would not be the case. It would

uninstall all versions of the megaraid2/2.10.3

module from all kernels and then completelyAs can be seen in the example, the

expunge all references of megaraid2/2.10.3-—templatekernel is the “match-er”
from the DKMS tree. Thustemove is what kernel from which the configuration is based,
cleans your DKMS tree. while the-k kernel isthe “match-ee” upon

which the configuration is instated.
5.4 Miscellaneous DKMS Commands

5.4.1 Status 5.4.3 dkms_autoinstaller

DKMS also comes with a fully functional sta- Similar in nature to the match command is
tus command that returns information abouﬂ:he dkms_autoinstaller service. This service
what is currently located in your tree. If no gets installed as part of the DKMS RPM
parameters are set, it will return all informa-in the /etc/init.d directory. ~Depending on
tion found. Logically, the specificity of infor- Whether anAUTOINSTALL directive is set
mation returned depends on which parameter¢ithin a module’s dkms.conf configuration
are passed to your status command. Each Stﬁle, the dkms_autoinstaller will automatically
tus entry returned will be of the state: “added,”build and install that module as you boot your
“built,” or “installed,” and if an original mod- System into new kernels which do not already
ule has been saved, this information will alsohave this module installed.

be displayed. Some example status commands

include:
5.4.4 mkdriverdisk

# dkms status
# dkms status -m megaraid2 . .
# dkms status -m megaraid2 -v 2.10.3 The last miscellaneous DKMS command is

# dkms status -k 2.4.21-4.ELsmp . . . .
# dkms status -m megaraid mkdriverdisk . As can be inferred from its

v 2.10.3 &k 2.4.21-4.ELsmp name, mkdriverdisk will take the proper
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sources in your DKMS tree and create a driverYou have built the megaraid2 device driver,
disk image for use in providing updated driversversion 2.10.3, for two different kernel fami-

to Linux distribution installations. A sample lies (here 2.4.20-9 and 2.4.21-4.EL), on your
mkdriverdisk ~ might look like: master build system.

# dkms mkdriverdisk -d redhat # dkms status

-m megaraid2 v 2.10.3 megaraid2, 2.10.3, 2.4.20-9: built

-k 2.4.21-4.ELBOOT megaraid2, 2.10.3, 2.4.20-9bigmem: built
megaraid2, 2.10.3, 2.4.20-9BOOT: built
megaraid2, 2.10.3, 2.4.20-9smp: built

Currently, the only supported distribution megaraid2, 2.10.3, 2.4.21-4EL: built =
driver disk format is Red Hat. For more me@2 5107 54 214 Lhugemen: buit
information on the extra necessary files andnegaraid2, 2.10.3, 2.4.21-4.ELsmp: built
their formats for DKMS to create Red
Hat driver disks, seehttp://people.
redhat.com/dledford

should be placed in your modul

tory.

_ You wish to deploy this version of the

These f”e.s driver to several systems, without rebuilding
€ source OIIreCTrom source each time. You can use the
mktarball command to generate one tarball

_ for each kernel family:
5.5 Systems Management with DKMS Tar-

balls

# dkms mktarball -m megaraid2
-v 2.10.3
-k 2.4.21-4.EL,2.4.21-4.ELsmp,

As we have seen, DKMS provides a simple 2421-4£L800T.24.21-4.ELhugemen
mechanism to build, install, and track devicewarking iusrisicimegaraid2-2.10.3 for archiving...

Marking kernel 2.4.21-4.EL for archiving...

driver updates. So far, all these actions hav%arking kernel 2.4.21-4.ELBOOT for archiving...

arking kernel 2.4.21-4.ELhugemem for archiving...

related to a single machine. But what if you've Marking kemel 2.4.21-4ELsmp for archiving...

Tarball location:

got many similar machines under your admin-_rardnsimesaradz o starbaly

istrative control? What if you have a compiler >
and kernel source on only one system (your

master build system), but you need to deployysy; can make one big tarball containing mod-
your newly built driver to all your other sys- yjes for both families by omitting the -k ar-
tems? DKMS provides a solution to this asgyment and kernel list; DKMS will include a

well—in the mktarball  and ldtarball module for every kernel version found.
commands.

_ You may then copy the tarball (renaming it if
Themktarball  command rolls up copies of yq wish) to each of your target systems using
each device driver module file which you've any mechanism you wish, and load the mod-
built using DKMS into a compressed far- yjes in. First, see that the target DKMS tree

ball. You may then copy this tarball to each yoeg not contain the modules you're loading:

of your target systems, and use the DKMS
[dtarball command to load those into your 4 ke stat
. . . ms status
DKMS tree, leaving each module in the Built nothing found within the DKMS tree for
state, ready to be installed. This avoids thehis status command. If your modules were
. not installed with DKMS, they will not show
need for both kernel source and compilers tQy nere.

be on every target system.

For example: Then, load the tarball on your target system:
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# dkms Idtarball by leveraging DKMS you can now easily allow
--archive=megaraid2-2.10.3-manykernels.tgz . . . .

more widespread testing of your driver. Since

Loading tarball for module: . .

megaraid2 / version: 2.10.3 driver versions can now be cleanly tracked out-

Loading /usr/src/megaraid2-2.10.3... . .

Loading fvar/dkms/megaraic2/2.10.3/2.4.21-4 EL... side of the kernel tree, you no Ionger must wait

Loading /var/dkms/megaraid2/2.10.3/2.4.21-4.ELBOOT... .

Loading /var/dkms/megaraid2/2.10.3/2.4.21-4.ELhugemem... for the next kernel release in order for the com-

Loading /var/dkms/megaraid2/2.10.3/2.4.21-4.ELsmp... ) . i

Creating /var/dkms/megaraid2/2.10.3/source symlink... mumty to reg|ster the necessary debuggmg cy-

cles against your code. Instead, DKMS can be
counted on to manage various versions of your
kernel module such that any catastrophic errors
in your code can be easily mitigated by a sin-

gular dkms uninstall command.

Finally, verify the modules are present, and in
the Built state:

# dkms status

megaraid2, 2.10.3, 2.4.21-4.EL: built i iti

Meoaraids, 2103 2.421.4 ELBOOT: buil This leaves the composition of the dkms.conf

megaraid2, 2.10.3, 2.4.21-4.ELhugemem: built as the only interesting piece left to discuss

megaraid2, 2.10.3, 2.4.21-4.ELsmp: built for the driver developer audience. With that
in mind, we will now explicate over two

DKMS Idtarball leaves the modules in the dkms.conf examples ranging from that which

is minimally required (Figure 2) to that which

Built state, not the Installed state. For each ker 1 s : ,
expresses maximal configuration (Figure 3).

nel version you want your modules to be in-
stalled into, follow the install steps as above.

6.1 Minimal dkms.conf for 2.4 kernels
6 Driver Developers

As the maintainer of a kernel module, the onlyRefemng to Elgure 2, t.h?.f'rSt thing that IS dis-
tinguishable is the definition of the version of

thing you need to do to get DKMS interoper-
ability is place a small dkms.conf file in your the pack_age and the make cqmmand to be used
to compile your module. This is only neces-

driver source tarball. Once this has been done, for 2.4-b d K | d lets the d |
any user of DKMS can simply do: sary 1or 2.4-based Kernels, and I€ts the devel-

oper specify their desired make incantation.

dkms Idtarball --archive /path/to/foo-1.0.tgz Reviewing the rest of the dkms.conf,
PACKAGE_NAMEand BUILT _MODULE_

_ _ . NAMEJO] appear to be duplicate in nature,

That's it. We could discuss at length (which p i+ this is only the case for a package which

we will not rehash in this paper) the best meth-,niains only one kernel module within it.

ods to utilizing DKMS within a dkms-enabled Had this example been for something like
module RPM, but for simple DKMS usability, o] sa the name of the package would be

the buck stops here. With the dkms.conf file«g,ca » put theBUILT MODULE NAMErray
in place, you have now positioned your Sourcgyq|q instead be populated with the names of

tarball to be usable by all manner and skill levelia kernel modules within the ALSA package.
of Linux users utilizing your driver. Effec-

tively, you have widely increased your testingThe final required piece of this minimal ex-
base without having to wade into package manample is theDEST_MODULE_LOCATION-

agement or pre-compiled binaries. DKMS will ray. This simply tells DKMS where in the
handle this all for you. Along the same line, /lib/modules tree it should install your module.
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PACKAGE_NAME="megaraid2"
PACKAGE_VERSION="2.10.3"

MAKE[O]="make -C ${kernel_source_dir}
SUBDIRS=%{dkms_tree}/${PACKAGE_NAME}${PACKAGE_VERSION}/build modules"

BUILT_MODULE_NAME[0]="megaraid2"
DEST_MODULE_LOCATION[O]="/kernel/drivers/scsi/"

Figure 2. A minimal dkms.conf

6.2 Minimal dkms.conf for 2.6 kernels any need for a dkms.conf whatsoever, thus en-
abling all simple module tarballs to be auto-

In the current version of DKMS, for 2.6 kernels Matically DKMS enabled.
the MAKE command listed in the dkms.conf

Though, as these features have not been ex-
is wholly ignored, and instead DKMS will al- g

plored and as package maintainers would

ways use. likely want to use some of the other dkms.conf
directive features which are about to be elab-
make -C /lib/modules/$kernel_version/build \ orated upon, it is likely that requiring a
M=8dkms_tree/Smodule/Smodule_versionfbuild dkms.conf will continue for the foreseeable fu-
ture.

This jibes with the new external module build
infrastructure supported by Sam Ravnborg'$-3 Optional dkms.conf directives
kernel Makefile improvements, as DKMS will
always build your module in a build subdi- |n the real-world version of the Dell's DKMS-
rectory it creates for each version you haveenabled megaraid2 package, we also specify
installed.  Similarly, an impending future the optional directives:
version of DKMS will also begin to ig-
nore thePACKAGE_VERSIOIs specified in
dkms.conf in favor of the new modinfo pro- MO?ULES—CONF—A';'AS—TYPE[O]:
. . . . scsi_hostadapter
vided information as implemented by RustyMODULES_CONF_OBSOLETES[O]:

Russell. "megaraid,megaraid_2002"

_ _ _ REMAKE_INITRD="yes"
With regard to removing the requirement for

DEST_MODULE_LOCATIOMNr 2.6 kernels,

given that similar information should be lo- These directives tell DKMS to remake the ker-
cated in the install target of the Makefile pro- nel’s initial ramdisk after every DKMS install
vided with your package, it is theoretically pos- or uninstall of this module. They further spec-
sible that DKMS could one day glean suchify that before this happens, /etc/modules.conf
information from the Makefile instead. In (or /etc/sysconfig/kernel) should be edited in-
fact, in a simple scenario as this example, itelligently so that the initrd is properly assem-
is further theoretically possible that the namebled. In this case, if /etc/modules.conf already
of the package and of the built module couldcontains a reference to either “megaraid” or
also be determined from the package Make*megaraid_2002,” these will be switched to
file. In effect, this would completely remove “megaraid2.” If no such references are found,
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then a new “scsi_hostadapter” entry will beelsewhere. The above restrictions would only
added as the last such scsi_hostadapter nuratow the kernel module to be built on 2.4 ker-
ber. nels on x86 architectures.

On the other hand, if it had also included: Continuting with optional dkms.conf direc-
tives, the ALSA example in Figure 3 is taken
directly from a DKMS-enabled package that
Dell released to address sound issues on the
Precision 360 workstation. It is slightly
then had no obsolete references been foundbridged as the alsa-driver as delivered actually
a new “scsi_hostadapter” line would not haveinstalls 13 separate kernel modules, but for the
been added. This would be useful in scenariosake of this example, only 9 are shown.

where you instead want to rely on something
like Red Hat’s kudzu program for adding ref-
erences for your kernel modules.

MODULES_CONF_OBSOLETES_ONLY="yes"

In this example, we have:

_ _ AUTOINSTALL="yes"
As well one could hypothetically also specify

within the dkms.conf:

This tells the boot-time service
dkms_autoinstaller that this package should be
built and installed as you boot into a new ker-
nel that DKMS has not already installed this
This would cause the resultant megaraid2 kerpackage upon. By general policy, Dell only
nel module to be renamed to “megaraid” be-allows AUTOINSTALLto be set if the kernel
fore being installed. Rather than having tomodules are not already natively included
propagate various one-off naming mechanismsvith the kernel. This is to avoid the scenario
which include the version as part of the mod-where DKMS might automatically install
ule name in /lib/modules as has been previousver a newer version of the kernel module as
common practice, DKMS could instead be re-provided by some newer version of the kernel.
lied upon to manage all module versioning toHowever, given the 2.6 modinfo changes,
avoid such clutter. Was megaraid_2002 a verbKMS can now be modified to intelligently
sion or just a special year in the hearts of thecheck the version of a native kernel module
megaraid developers? While you and | mightbefore clobbering it with some older version.
know the answer to this, it certainly confusedThis will likely result in a future policy change
Dell's customers. within Dell with regard to this feature.

DEST_MODULE_NAME[0]="megaraid"

Continuing with hypothetical additions to the In this example, we also have:
dkms.conf in Figure 2, one could also include:

PATCH][O]="adriver.h.patch"

BUILD EXCLUSIVE_KERNEL="/2\.4 *" PATCH_MATCH[0]="2.4.[2-9][2-9]"
BUILD_EXCLUSIVE_ARCH="].86"

These two directives indicate to DKMS that
In the event that you know the code you pro-if the kernel that the kernel module is being
duced is not portable, this is how you can tellbuilt for is >=2.4.22 (but still of the 2.4 fam-
DKMS to keep people from trying to build it ily), the included adriver.h.patch should first be
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PACKAGE_NAME="alsa-driver"
PACKAGE_VERSION="0.9.0rc6"

MAKE="sh configure --with-cards=intel8x0 --with-sequencer=yes \
--with-kernel=/lib/modules/$kernelver/build \
--with-moddir=/lib/modules/$kernelver/kernel/sound > /dev/null; make"

AUTOINSTALL="yes"

PATCHI[0]="adriver.h.patch"
PATCH_MATCH[0]="2.4.[2-9][2-9]"

POST_INSTALL="alsa-driver-dkms-post.sh"

MODULES_CONF[0]="alias char-major-116 snd"

MODULES_CONF[1]="alias snd-card-O snd-intel8x0"

MODULES_CONF[2]="alias char-major-14 soundcore"

MODULES_CONF[3]="alias sound-slot-0 snd-card-0"

MODULES_CONF[4]="alias sound-service-0-0 snd-mixer-0ss"

MODULES_CONFI[5]="alias sound-service-0-1 snd-seq-oss"

MODULES_CONF[6]="alias sound-service-0-3 snd-pcm-0ss"

MODULES_CONF[7]="alias sound-service-0-8 snd-seq-oss"

MODULES_CONF[8]="alias sound-service-0-12 snd-pcm-0ss"
MODULES_CONF[9]="post-install snd-card-0 /usr/shin/alsactl restore >/dev/null 2>&1 || :"
MODULES_CONF[10]="pre-remove snd-card-O /usr/sbin/alsactl store >/dev/null 2>&1 || :"

BUILT_MODULE_NAME[0]="snd-pcm"
BUILT_MODULE_LOCATIONI[0]="acore"
DEST_MODULE_LOCATIONI[O]="/kernel/sound/acore"

BUILT_MODULE_NAME[1]="snd-rawmidi"
BUILT_MODULE_LOCATION[1]="acore"
DEST_MODULE_LOCATION[1]="/kernel/sound/acore"

BUILT_MODULE_NAME[2]="snd-timer"
BUILT_MODULE_LOCATION[2]="acore"
DEST_MODULE_LOCATION[2]="/kernel/sound/acore"

BUILT_MODULE_NAME[3]="snd"
BUILT_MODULE_LOCATION[3]="acore"
DEST_MODULE_LOCATION[3]="/kernel/sound/acore"

BUILT_MODULE_NAME[4]="snd-mixer-oss"
BUILT_MODULE_LOCATION[4]="acore/oss"
DEST_MODULE_LOCATIONI[4]="/kernel/sound/acore/oss"

BUILT_MODULE_NAME[5]="snd-pcm-0ss"
BUILT_MODULE_LOCATIONI[5]="acore/oss"
DEST_MODULE_LOCATION[5]="/kernel/sound/acore/oss"

BUILT_MODULE_NAME[6]="snd-seqg-device"
BUILT_MODULE_LOCATIONI[6]="acore/seq"
DEST_MODULE_LOCATION[6]="/kernel/sound/acore/seq"

BUILT_MODULE_NAME[7]="snd-seg-midi-event"
BUILT_MODULE_LOCATION[7]="acore/seq"
DEST_MODULE_LOCATION[7]="/kernel/sound/acore/seq"

BUILT_MODULE_NAME[8]="snd-seq-midi"
BUILT_MODULE_LOCATIONI[8]="acore/seq"
DEST_MODULE_LOCATION[8]="/kernel/sound/acore/seq"

BUILT_MODULE_NAME[9]="snd-seq"

BUILT_MODULE_LOCATIONI[9]="acore/seq"
DEST_MODULE_LOCATION[9]="/kernel/sound/acore/seq"

Figure 3: An elaborate dkms.conf
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applied to the module source before a modul@.1 Cross-Architecture Builds
build occurs. In this way, by including vari-

ous patches needed for various kernel versiong ks today has no concept of a platform ar-
you can distribute one source tarball and enghitecture such as i386, x86_64, iab4, sparc,
sure it will always properly build regardless of 5nq the like. It expects that it is building ker-
the end user target kernel. If no corresponding,e| modules with a native compiler, not a cross
PATCH_MATCH[O] entry were specified for compiler, and that the target architecture is the
PATCHIO] , then the adriver.h.patch would al- hative architecture. While this works in prac-

ways get applied before a module build. Astice, it would be convenient if DKMS were able
DKMS always starts off each module build {5 pe ysed to build kernel modules for non-

with pristine module source, you can alwayspative architectures.
ensure the right patches are being applied.
Today DKMS handles the cross-architecture

Also seen in this example is: build process by having separate /var/dkms di-
rectory trees for each architecture, and using
MODULES_CONF[0]= thedkmstree option to specify a using a dif-
"alias char-major-116 snd" ferent tree, and theonfig option to specify
MODULES_CONF[1]= to use a different kernel configuration file.

"alias snd-card-0 snd-intel8x0"
Going forward, we plan to add ar—arch
option to DKMS, or have it glean it from the

Unlike the  previous  discussion  of g config file and act accordingly.
/etc/modules.conf changes, any entries

placed |.nt0 theMODU.LES_CONErray areé 72  additional distribution driver disks
automatically added into /etc/modules.conf
during a module install. These are later only

removed during the final module uninstall. ~ PKMS today supports generating driver disks

in the Red Hat format only. We recognize that
Lastly, we have: other distributions accomplish the same goal
using other driver disk formats. This should
POST_INSTALL="alsa-driver-dkms-post.sh" be relatively s_i_mple to add once we understand

what the additional formats are.
In the event that you have other scripts tha
must be run during various DKMS events,
DKMS includesPOST_ADDPOST_BUILD
POST_INSTALL and POST_REMOVHEInc- DKMS provides a simple and unified mech-
tionality. anism for driver authors, Linux distributions,
system vendors, and system administrators to
update the device drivers on a target system
without updating the whole kernel. It allows
driver developers to keep their work aimed at
As you can tell from the above, DKMS is very the “top of the tree,” and to backport that work
much ready for deployment now. However, asto older kernels painlessly. It allows Linux dis-
with all software projects, there’s room for im- tributions to provide updates to single device
provement. drivers asynchronous to the release of a larger

t8 Conclusion

7 Future
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scheduled update, and to know what drivers
have been updated. It lets system vendors
ship newer hardware than was supported in a
distribution’s “gold” release without invalidat-
ing any test or certification work done on the
“‘gold” release. It lets system administrators
update individual drivers to match their envi-
ronment and their needs, regardless of whose
kernel they are running. It lets end users track
which module versions have been added to
their system.

We believe DKMS is a project whose time has
come, and encourage everyone to use it.

9 References

DKMS is licensed under the GNU General
Public License. It is available at

http://linux.dell.com/dkms/ :

and has a mailing listdkms-devel@
lists.us.dell.com to which you may
subscribe at http://lists.us.dell.

com/ .
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e100 Weight Reduction Program

Writing for Maintainability

Scott Feldman
Intel Corporation
scott.feldman@intel.com

Abstract specifically maintainability.

Corporate-authored  device drivers areGuideline #1: Maintainability over
bloated/buggy with dead code, HW andgyarything Else

OS abstraction layers, non-standard user

controls, and support for complicated HW ) )
features that provide little or no value. e100C0rPorate marketing requirements documents

in 2.6.4 has been rewritten to address thes8PECIy priority order to features and per-
issues and in the process lost 75% of the lineformance and schedule (time-to-market), but
of code, with no loss of functionality. This rarely specify maintainability. However, main-

paper gives guidelines to other corporate drivefainability is themostimportant requirement
authors. for Linux kernel drivers.

Why?
Introduction

* You will not be the long-term driver main-

This paper gives some basic guidelines to cor-  2Mer

porate device driver maintainers based on ex- « Your company will not be the long-term
periences | had while re-writing the €100 net- driver maintainer.

work device driver for Intel's PRO/100+ Eth- _ . . . o
ernet controllers. By corporate maintainer, | * Your driver will out-live yourinterestin it.
mean someone employed by a corporation to

provide Linux driver support for that corpora- Driver code should be written so a like-skilled
tion’s device. Of course, these guidelines maykernel maintainer can fix a problem in a rea-
apply to non-corporate individuals as well, butsonable amount of time without you or your re-
the intended audience is the corporate drivesources. Here are a few items to keep in mind
author. to improve maintainability.

The assumption behind these guidelines is that
the device driver is intended for inclusion in
the Linux kernel. For a driver to be accepted
into the Linux kernel, it must meet both tech- < Document how the driver/device works, at
nical and non-technical requirements. This pa-  a high level, in a “Theory of Operation”
per focuses on the non-technical requirements, comment section

» Use kernel coding style over corporate
coding style
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old driver v2 | new driver v3 old driver v2 | new driver v3
VLANSs tagging/ | use SW VLAN sup- BundleMax not needed — NAPI
stripping port in kernel BundleSmallFr not needed — NAPI
Tx/Rx checksum off use SW checksum IntDelay not needed — NAPI
loading support in kernel ucode not needed — NAPI
interrupt moderation | use NAPI support in RxDescriptors ethtool -G
kernel TxDescriptors ethtool -G
] o XsumRX not needed — check-
Table 1: Feature migration in €100 sumin OS
IFS always enabled
€100_speed_duplex | ethtool -s

* Document hardware workarounds
Table 2: User-control migration in €100

Guideline #2: Don't Add Features driver rather than adding a custom user-
for Feature’s Sake control.

2. If the driver model doesn’t provide a user-
control, but the user-control is potentially
useful to other drivers, extend the driver
model to include user-control.

Consider the code complexity to support the
feature versus the user’'s benefit. Is the de-
vice still usable without the feature? Is the de-
vice performing reasonably for the 80% use-
case without the feature? Is the hardware of- 3. If the user-control is to enable/disable a
fload feature working against ever increasing  workaround, enable the workaround with-
CPU/memory/IO speeds? Is there a software  out the use of a user-control. (Solve
equivalent to the feature already provided in the problem without requiring a decision
the OS? from the user).

If the answer is yes to any of these questions, it 4. If the user-control is to tune performance,
is better to not implement the feature, keeping  tune the driver for the 80% use-case and
the complexity in the driver low and maintain- remove the user-control.

ability high.

Table 1 shows features removed from the drivedable 2 shows user-controls (implemented as
during the re-write of €100 because the OS almodule parameters) removed from the driver
ready pro\/ides software equiva|ents_ during the re-write of €100 because the OS
already provides built-in user-controls, or the
L o user-control was no longer needed.
Guideline #3: Limit User-Controls—

Use What's Built into the OS Guideline #4: Don't Write Code

_ _ that's Already in the Kernel
Most users will use the default settings, so be-

fore adding a user-control, consider: _
Look for library code that's already used by

other drivers and adapt that to your driver.
1. If the driver model for your device class Common hardware is often used between ven-
already provides a mechanism for thedors’ devices, so shared code will work for all
user-control, enable that support in the(and be debugged by all).
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For example, el00 has a highly MDI-
compliant PHY interface, so usmii.c for
standard PHY access and remove custom code
from the driver.

3. Limits your ability to back-port contribu-
tions given under GPL to non-GPL OSes.

Guideline #6: Use kcompat Tech-
For another example, €100 v2 uskxoc/

net/IntelPROAdapter to report driver niques to Move Legacy Kernel Sup-

information. This functionality was replaced Port out of the Driver (and Kernel)
with ethtool , sysfs ,lIspci , etc.

Users may not be able to move to the lat-
estkernel.org kernel, so there is a need
to provide updated device drivers that can be
installed against legacy kernels. The need is
driven by 1) bug fixes, 2) new hardware sup-
port that wasn’t included in the driver when the
driver was included in the legacy kernel.

Look for opportunities to move code out of the
driver into generic code.

Guideline #5: Don't Use OS-

abstraction Layers

A common corporate design goal is to reusel € best strategy is to:

driver code as much as possible between OSes.

This allows a driver to be brought up on one OS
and “ported” to another OS with little work.
After all, the hardware interface to the device
didn’t change from one OS to the next, so
all that is required is an OS-abstraction layer
that wraps the OS’s native driver model with a
generic driver model. The driver is then written
to the generic driver model and it’s just a mat-
ter of porting the OS-abstraction layer to each
target OS.

There are problems when doing this with
Linux:

1. The OS-abstraction wrapper code means
nothing to an outside Linux maintainer
and just obfuscates the real meaning be-
hind the code. This makes your code

1. Maintain your driver code to work against
the latest kernel.org development
kernel API. This will make it easier to
keep the driver in th&ernel.org ker-
nel synchronized with your code base as
changes (patches) are almost always in
reference to the latekernel.org ker-
nel.

Provide a kernel-compat-layer (kcompat)
to translate the latest API to the supported
legacy kernel API. The driver code is void
of anyifdef  code for legacy kernel sup-
port. All of theifdef logic moves to the
kcompat layer. The kcompat layer is not
included in the lateskernel.org ker-
nel (by definition).

harder to follow and therefore harder to Here is an example with e100.

maintain.

In driver code, use the latest API:

. The generic driver model may not map 1:1
with the native driver model leaving gaps
in compatibility that you’'ll need to fix up
with OS-specific code.

s = pci_name(pdev);

free_netdev(netdev);
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In kcompat code, translate to legacy kernel
API:

#if ( LINUX_VERSION_CODE < \

KERNEL_VERSION(2,4,22) )
#define pci_name(x) ((x)->slot_name)
#endif

#ifndef HAVE_FREE_NETDEV
#define free_netdev(x) kfree(x)
#endif

Guideline #7: Plan to Re-write the
Driver at Least Once

You will not get it right the first time. Plan on
rewriting the driver from scratch at least once.
This will cleanse the code, removing dead code
and organizing/consolidating functionality.

For example, the last €100 re-write reduced the
driver size by 75% without loss of functional-

ity.
Conclusion

Following these guidelines will result in more
maintainable device drivers with better accep-
tance into the Linux kernel tree. The basic
idea is to remove as much as possible from the
driver without loss of functionality.

References

* The latest €100 driver code is available at
linux/driver/net/e100.c (2.6.4
kernel or higher).

* An example of kcompat is here:
http://sf.net/projects/
gkernel



NFSv4 andrpcsec_gss  for linux

J. Bruce Fields
University of Michigan
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Abstract which uses rpc’s opaque security fields to carry
cryptographically secure tokens. The crypto-

The 2.6 Linux kernels now include support for graphic _services_are proyided by _the_GSS-API
version 4 of NFS. In addition to built-in lock- (‘Generic Security Service Application Pro-

ing and ACL support, and features designed t@"2M Interface,’: defineq by ric 2743_)’ allowing
improve performance over the Internet, NFSv4the use of a_W|de variety of security mecha-
also mandates the implementation of strond“sms’ Including, for example, Kerberos.
cryptographic security. This security IS pro- Three |evels of security are provided by rpc-
vided by rpcsec_gss, a standard, widely implegg gss:

mented protocol that operates at the rpc level, —

and hence can also provide security for NFS o

each request and response is signed.

1 The rpcsec_gss protocol 2. Integrity: The header and body of each re-
quest and response is signed.

The rpc protocol, which all version of NFS 3 Privacy: The header of each request is
and related protocols are built upon, includes signed, and the body is encrypted.

generic support for authentication mecha-

nisms: each rpc call has two fields, the cre- o _ )
dential and the verifier, each consisting of al '€ combination of a security level with a
32-bit integer, designating a “security flavor,” GSS-API mechanism can be designated by a
followed by 400 bytes of opaque data whose32-Pit “pseudoflavor.”  The mount protocol

structure depends on the specified flavor. SimYSed with NFS versions 2 and 3 uses a list
ilarly, each reply includes a single “verifier.” of pseudoflavors to communicate the security

capabilities of a server. NFSv4 does not use
Until recently, the only widely implemented pseudoflavors on the wire, but they are still use-
security flavor has been the auth_unix flavorful in internal interfaces.
which uses the credential to pass uid’s and ) _ o
gid’s and simply asks the server to trust them S€CUrity protocols generally require some ini-

This may be satisfactory given physical secylidl negotiation,_ to determine the capabilitie_s
rity over the clients and the network, but for of the systems involved and to choose session

many situations (including use over the Inter-K€YS- The rpcsec_gss protocol uses calls with

net), it is inadequate. procedure number O for this purpose. Nor-
mally such a call is a simple “ping” with no

Thus rfc 2203 defines the rpcsec_gss protocokide-effects, useful for measuring round-trip
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latency or testing whether a certain service isAppliance, and others, which it interoperates
running. However a call with procedure num- with.

ber 0O, if made with authentication flavor rpc-
sec_gss, may use certain fields in the credenti
to indicate that it is part of a context-initiation
exchange.

gihe Low Infrastructure Public Key Mechanism

(“lipkey,” specified by rfc 2847), is a public key

mechanism built on top of the Simple Public

Key Mechanism (spkm), which provides func-

tionality similar to that of TLS, allowing a se-

2 Linux implementation of rpc- cure channel to be established using a server-
sec_gss side certificate and a client-side password.

We have a preliminary implementation of
The Linux implementation of rpcsec_gss con-spkm3 (without privacy), but none yet of lip-
sists of several pieces: key. Other NFS implementors have not yet
implemented either of these mechanisms, but
there appears to be sufficient interest from the
grid community for us to continue implemen-
tation even if it is Linux-only for now.

1. Mechanism-specific code, currently for
two mechanisms: krb5 and spkma3.

2. A stripped-down in-kernel version of the
GSS-API interface, with an interface that 22 GSS-API
allows mechanism-specific code to regis-
ter support for various pseudoflavors.  The GSS-API interface as specified is very

complex. Fortunately, rpcsec_gss only requires

3. Client and server code which uses the, g pset of the GSS-API, and even less is re-
GSS-API interface to encode and deCOdequired for per-packet processing.

rpc calls and replies.
Our implementation is derived by the im-
4. Auserland daemon, gssd, which performglementation in MIT Kerberos, and initially
context initiation. stayed fairly close the the GSS-API specifica-
tion; but over time we have pared it down to

21  Mechanism-specific code something quite a bit simpler.

The kernel gss interface also provides APIs
The NFSv4 RFC mandates the implementatiorby which code implementing particular mech-
(though not the use) of three GSS-API mechaanisms can register itself to the gss-api code
nisms: krb5, spkm3, and lipkey. and hence can be safely provided by modules

. : loaded at runtime.
Our krb5 implementation supports three

pseudoflavors: krb5, krb5i, and krb5p, pro-

viding authentication only, integrity, and 2.3 RPCcode

privacy, respectively. The code is derived from

MIT’s Kerberos implementation, somewhat The RPC code has been enhanced by the addi-
simplified, and not currently supporting the tion of a new rpcsec_gss mechanism which au-

variety of encryption algorithms that MIT’s thenticates calls and replies and which wraps

does. The krb5 mechanism is also supportednd unwraps rpc bodies in the case of integrity

by NFS implementations from Sun, Network and privacy.



This is relatively straightforward, though
somewhat complicated by the need to handle
discontiguous buffers containing page data.

Caches for session state are also required on
both client and server; on the client a preex-
isting rpc credentials cache is used, and on the
server we use the same caching infrastructure
used for caching of client and export informa-
tion.

2.4 Userland daemon

We had no desire to put a complete implemen- 4.

tation of Kerberos version 5 or the other mech-
anisms into the kernel. Fortunately, the work
performed by the various GSS-API mecha-
nisms can be divided neatly into context ini-
tiation and per-packet processing. The former

is complex and is performed only once per ses- 5.

sion, while the latter is simple by comparison
and needs to be performed on every packet.

Therefore it makes sense to put the packet pro- g

cessing in the kernel, and have the context ini-
tiation performed in userspace.

Since it is the kernel that knows when context
initiation is necessary, we require a mechanism
allowing the kernel to pass the necessary pa-
rameters to a userspace daemon whenever con-
text initiation is needed, and allowing the dae-
mon to respond with the completed security
context.

This problem was solved in different ways g

on the client and server, but both use spe-
cial files (the former in a dedicated filesystem,
rpc_pipefs, and the latter in the proc filesys-
tem), which our userspace daemon, gssd, can

poll for requests and then write responses back ~

to.

In the case of Kerberos, the sequence of events
will be something like this:

1. The user gets Kerberos credentials using

10.
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kinit, which are cached on a local filesys-
tem.

2. The user attempts to perform an operation

on an NFS filesystem mounted with krb5
security.

3. The kernel rpc client looks for the a secu-

rity context for the user in its cache; not
finding any, it does an upcall to gssd to re-
quest one.

Gssd, on receiving the upcall, reads the
user's Kerberos credentials from the lo-
cal filesystem and uses them to construct
a null rpc request which it sends to the
server.

The server kernel makes an upcall which
passes the null request to its gssd.

At this point, the server gssd has all it
needs to construct a security context for
this session, consisting mainly of a ses-
sion key. It passes this context down to
the kernel rpc server, which stores it in its
context cache.

7. The server’s gssd then constructs the null

rpc reply, which it gives to the kernel to
return to the client gssd.

The client gssd uses this reply to construct
its own security context, and passes this
context to the kernel rpc client.

The kernel rpc client then uses this con-
text to send the first real rpc request to the
server.

The server uses the new context in its
cache to verify the rpc request, and to
compose its reply.
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3 The NFSv4 protocol given by the current filehandle and then modi-
fies the current filehandle to be the filehandle of

While rpcsec_gss works equally well on all ex- the result; a GETFH, with no argumeqts, which
isting versions of NFS, much of the work on returns the new value of the current filehandle;

rpcsec_gss has been motivated by NFS versiodnd @ GETATTR, with a bitmask specifying a
4, which is the first version of NFS to make set of attributes to return for the looked-up file.

rpcsec_gss mandatory to implement. The server processes these operations in order,

This new version of NFS is specified by rfc but_ with no guara_ntee of atomicity. On encoun-

3530, which says: tering any error, it stops and returns the results
of the operations up to and including the oper-

“Unlike earlier versions, the NFS version 4 ation that failed.

protocol supports traditional file access while

integrating support for file locking and the

mount protocol. In addition, support for strong

security (and its negotiation), compound oper

ations, client caching, and internationalization;, practice, the compounds sent by the Linux
havg been addgd. of course, attention has be%rﬂent correspond very closely to NFSv2/v3
applied to making NFS version 4 operate wellyqcequres—the VFS and the POSIX filesys-
In an Internet environment.” tem API make it difficult to do otherwise—and

our server, like most NFSv4 servers we know
of, rejects overly long or complex compounds.

In theory complex operations could therefore
be done by long compounds which perform
complex series of operations.

Descriptions of some of these features follow,
with some notes about their implementation in
Linux.

3.2 Well-known port for NFS

3.1 Compound operations

RPC allows services to be run on different
Each rpc request includes a procedure numbeports, using the “portmap” service to map pro-
which describes the operation to be performedgram numbers to ports. While flexible, this
The format of the body of the rpc request (thesystem complicates firewall management; so
arguments) and of the reply depend on the proNFSv4 recommends the use of port 2049.

gram number. Procedure O is reserved as a no- N .

text initiation, as described above). mounting, locking, etc. also complicates fire-
wall management, as multiple connections to

The NFSv4 protocol only supports one non-multiple ports are required for a single NFS
zero procedure, procedure 1, the compounehount. NFSv4 eliminates these extra proto-
procedure. cols, allowing all traffic to pass over a single

_ _ connection using one protocol.
The body of a compound is a list of opera-

tions, each with its own arguments. For exam-

ple, a compound request performing a lookup®-3 @ more mount protocol

might consist of 3 operations: a PUTFH, with

afilehandle, which sets the “current filehandle”Earlier versions of NFS use a separate protocol
to the provided filehandle; a LOOKUP, with a for mount. The mount protocol exists primarily
name, which looks up the name in the directoryto map path names, presented to the server as
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strings, to filehandles, which may then be usedoo.com:/home . However the relationship
in the NFS protocol. between the original mountpoint on the server

_ _ _ and the mountpoint undéexports  (which
NFSv4 instead uses a S|_ngle operatl_on, PUTgetermines the path seen by the client) is
ROOTFH, that returns a filehandle; clients CaMyritrary, so the administrator could just as

then use ordinary lookups to traverse to thg,q| export/home as/some/other/path
filesystem they wish to mount. This changess yesired.

the behavior of NFS in a few subtle ways: for

example, the special status of mounts in the old his gives maximum flexibility at the expense
protocol meant that mountinfgisr and then of some confusion for adminstrators used to
looking uplocal might get you a different earlier NFS versions.

object than would mountingusr/local :

under NFSv4 this can no longer happen. 3.4 No more lock protocol

A server that exports multiple filesystems mustl_ocking has also been absorbed into the

knit them together using a single "pseud-Negy4” protocol.  In addition to advantages
ofilesystem” which links them to a common o, erated above, this allows servers to sup-
root. port mandatory locking if desired. Previously
this was impossible because it was impos-

On Linux's nfsd the pseudofilesystem is a“ i i
sible to tell whether a given read or write

real filesystem, marked by the export option
“fsid=0”". An adminstrator that is content to Should be ordered before or after a lock re-

export a single filesystem can export it with duest: NFSv4 enforces such sequencing by

“fsid=0", and clients will find it just by mount- providing a stateid field on each read or write
ing the path “/". which identifies the locking state that the oper-

ation was performed under; thus for example a
The expected use for “fsid=0", however, is towrite that occurred while a lock was held, but
designate a filesystem that is used just a colleahat appeared on the server to have occurred af-
tion of empty directories used as mountpointger an unlock, can be identified as belonging to
for exported filesystems, which are mounteda previous locking context, and can therefore
usingmount ---bind ; thus an administra- be correctly rejected.

tor could exportbin and/local/src by: N _
The additional state required to manage lock-

ing is the source of much of the additional com-

mkdir -p /exports/home plexity in NFSv4.

mkdir -p /exports/bin/
mount --bind /home /exports/home

mount --bind /bin/ /exports/bin 3.5 String representations of user and group

names

and then using an exports file something like: pravious versions of NES use integers to rep-

resent users and groups; while simple to han-
fexports *.foo.com(fsid=0,crossmnt) dle, they can make NFS installations difficult to
fexports/home *.foo.com manage, particularly across adminstrative do-
/exports/bin *.foo.com . . .

mains. Version 4, therefore, uses string names

] ) of the formuser@domain .
Clients in foo.com can then mount

server.foo.com:/bin or server. This poses some challenges for the kernel im-
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plementation. In particular, while the protocol client when another client requests an open that
may use string names, the kernel still needs tevould confict with the open originally obtained
deal with uid’s, so it must map between NFSv4by the client.

string names and integers.
Thus locks and opens may be performed

As with rpcsec_gss context initation, we solvequickly by the client in the common case when
this problem by making upcalls to a userspacdiles are not being shared, but callbacks ensure
daemon; with the mapping in userspace, it ighat correct close-to-open (and unlock-to-lock)
easy to use mechanisms such as NIS or LDARemantics may be enforced when there is con-
to do the actual mapping without introducing tention.

large amounts of code into the kernel. So as not . .

to degrade performance by requiring a context © &llow other clients to proceed when a client
switch every time we process a packet carryind'©!ding a delegation reboots, clients are re-

a name, we cache the results of this mapping iquiréd to periodically send a “renew” opera-
the kernel. tion to the server, indicating that it is still alive;

a client that fails to send a renew operation

_ within a given lease time (established when the

3.6 Delegations client first contacts the server) may have all of
its delegations and other locking state revoked.

NFtS\f;" Ilktetprewogds \;ezlslonsh of NFS.’tdoesMost implementations of NFSv4 delegations,
not attempt fo provide TUlt cache consis ency'including Linux’s, are still young, and we

]Icnﬁtead, alll that |?t%uaranteeﬁ |sttr:1at Zatn OPCMhaven't yet gathered good data on the perfor-
ollows a close of the same file, then data read, . .o impact.

after the open will reflect any modifications

performed before the close. This makes bottNevertheless, further extensions, including

open and close potentially high latency operdelegations over directories, are under consid-

ations, since they must wait for at least oneeration for future versions of the protocol.

round trip before returning—in the close case,

to flush out any pending writes, and in the3 7 ACLs

open case, to check the attributes of the file in”

guestion to determine whether the local cache

should be invalidated. ACL support is integrated into the protocol,
with ACLs that are more similar to those found

Locks provide similar semantics—writes arej, NT than to the POSIX ACLs supported by
flushed on unlock, and cache consistency i?;inux.

verified on lock—and hence lock operations

are also prone to high latencies. Thus while it is possible to translate an arbi-
. trary Linux ACL to an NFS4 ACL with nearly

To mitigate these concerns, and to encouraggentical meaning, most NFS ACLs have no

the use of NFS's locking features, delegation§easonable representation as Linux ACLs.
have been added to NFSv4. Delegations are

granted or denied by the server in response tMarius Eriksen has written a draft describing
open calls, and give the client the right to per-the POSIX to NFS4 ACL translation. Cur-
form later locks and opens locally, without the rently the Linux implementation uses this map-
need to contact the server. A set of callbackping, and rejects any NFS4 ACL that isn't ex-
is provided so that the server can notify theactly in the image of this mapping. This en-
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sures userland support from all tools that cur-
rently support POSIX ACLs, and simplifies
ACL management when an exported filesys-
tem is also used by local users, since both nfsd
and the local users can use the backend filesys-
tem’s POSIX ACL implementation. However

it makes it difficult to interoperate with NFSv4
implementations that support the full ACL pro-
tocol. For that reason we will eventually also
want to add support for NFSv4 ACLs.
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Abstract A common problem in HTTP server scala-
bility is how to ensure that the server han-

dles a large number of connections simultane-

This paper uses a high-performance, eventyg)y without degrading the performance. An
driven, HTTP server (thpserver) to compare eyent-driven approach is often implemented in

the performance of the select, poll, and epolhigh_performance network servers [14] to mul-
event mechanisms. \We subject theerver 10 jiplex a large number of concurrent connec-
a variety of workloads that allow us to exposetjons over a few server processes. In event-

the relative strengths and weaknesses of eadlliven servers it is important that the server

event mechanism. focuses on connections that can be serviced

Interestingly, initial results show that the se-W,'thOUt blocking !ts main process. .An event
dispatch mechanism such sslect is used

lect and poll event mechanisms perform com-

parably to the epoll event mechanism in theto determine the connections on which for-

absence of idle connections. Profiling dataWarOI pt))rloglr((_ess can be ml?deMwnhog_tﬁlnvok-
shows a significant amount of time spent in ex-"d a blocking system call. any different
ecuting a large number apoll_ct sys- event dispatch mechanisms have been used

tem calls. As a result, we examine a varietya_nd studied in the co.ntext of network applica-
of techniques for reducingpoll_ctl over- tions. These mechanisms range freetect
head including edge-triggered notification, an oll . /devfpoll . RT signals, and epoll
introducing a new system cabpoll_ctlv ) 2,3,15,6,18, 10,12, 4]

that aggregates seveggoll_ctl  callsinto  1he gpoll event mechanism [18, 10, 12] is de-
a single call. Our experiments indicate that al'signed to scale to larger numbers of connec-
though these techniques are successful at r¢§yns thanselect  and poll . One of the
ducingepoll_ctl  overhead, they only im- 5 oplems withselect andpoll s that in
prove performance slightly. a single call they must both inform the kernel
of all of the events of interest and obtain new
events. This can result in large overheads, par-
ticularly in environments with large numbers
of connections and relatively few new events
The Internet is expanding in size, number ofoceurring. In a fashion similar to that described
users, and in volume of content, thus it is im-2Y Banga et al. [3] epoll separates mech-

perative to be able to support these change&iSms for obtaining eventsgoll_wait )
with faster and more efficient HTTP servers. from those used to declare and control interest

1 Introduction
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in events époll_ctl ). 2 Background and Related Work

Further reductions in the number of generated

events can be obtained by using edge-triggeregent-notification mechanisms have a long

epoll semantics. In this mode events are onlyjstory in operating systems research and de-
provided when there is a change in the state ofejopment, and have been a central issue in

ibility with the semantics offered bgelect sought to improve mechanisms and interfaces
andpoll , epoll also provides level-triggered fo; gptaining information about the state of
event mechanisms. socket and file descriptors from the operating

system [2, 1, 3, 13, 15, 6, 18, 10, 12]. Some
of these studies have developed improvements
toselect ,poll andsigwaitinfo by re-

To compare the performance of epoll with
select andpoll , we use theuserver [4, 7]

web server. Theiserver facilitates compara- ducing th t of dat ied bet i
tive analysis of different event dispatch mech- ucing the amount ot data copied between the

anisms within the same code base througﬁpplication and kernel. Other stu_dies have re-
command-line parameters. Recently, a highl>pluced the number of events delivered by the

tuned version of the single process eventdriverlfemel’ fgrbexgr;pled, thet5|?naé-pel\r/l-fd hscr;ethme
pserver usingselect  has shown promising p][opose " y dan rka eta.k[(} dug. 0 ed
results that rival the performance of the in- &1orementioned work 1 fracked and diScusse

kernel TUX web server [4]. on the web site, “The C10K Problem” [8].

Early work by Banga and Mogul [2] found
that despite performing well under laboratory
conditions, popular event-driven servers per-
formed poorly under real-world conditions.
They demonstrated that the discrepancy is due
the inability of theselect system call to
scale to the large number of simultaneous con-
nections that are found in WAN environments.

Interestingly, in this paper, we found that for
some of the workloads considereelect
andpoll perform as well as or slightly bet-
ter than epoll. One such result is shown in
Figure 1. This motivated further investigation
with the goal of obtaining a better understand
ing of epoll's behaviour. In this paper, we de-
scribe our experience in trying to determine

how to best use epol!, and examine techniquegubsequem work by Banga et al. [3] sought to
designed to improve its performance. improve orselect ’s performance by (among

The rest of the paper is organized as foIIows:Other things) separating the declaration of in-
erest in events from the retrieval of events on

In Section 2 we summarize some existing Worl%[h Cint { set. Event hani lik
that led to the development of epoll as a scal- at Interest set.- tvent mechanisms 1ike se-

able replacement farelect . In Section 3 we lect and poll have traditionally combined these

describe the techniques we have tried to im-taSkS into a single system call. However, this
prove epoll’s performance. In Section 4 we Ole_amalgamation requires the server to re-declare
' its interest set every time it wishes to retrieve

scribe our experimental methodology, includ- ts. since the K ld t ber th
ing the workloads used in the evaluation. InEVEM'S, SINCE T KENE? Coes NoT FememRusT the

Section 5 we describe and analyze the resyidterest sets from previous calls. This results in

of our experiments. In Section 6 we summarize?necessary data copying between the applica-

our findings and outline some ideas for futurelion and the kernel.

work. The /dev/poll mechanism was adapted
from Sun Solaris to Linux by Provos et al. [15],
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and improved on poll's performance by intro- sults for the one-byte workload. These re-
ducing a new interface that separated the declaults demonstrate that theserver with level-
ration of interest in events from retrieval. Their triggered epoll does not perform as well as
/dev/poll mechanism further reduced dataselect under conditions that stress the event
copying by using a shared memory region tomechanisms. This led us to more closely ex-
return events to the application. amine these results. Usimgprof , we ob-
) served thaepoll_ctl was responsible for a
The kqueue event mechanism [9] addressef} e percentage of the run-time. As can been

many of the deficiencies select  andpoll seen in Table 1 in Section 5 over 16% of the
for FreeBSD systems. In addition to sep-iime is spent irepoll_ctl . The gprof out-

arating the declaration of interest from re-p, + 550 indicates (not shown in the table) that
tr!eval, kqueue allows an application t.o re- epoll_ctl was being called a large num-
trieve events from a variety of sources includ-per of times because it is called for every state
ing file/socket descriptors, signals, AlO com-change for each socket descriptor. We exam-
pletions, file system changes, and changes ife several approaches designed to reduce the
process state. number ofepoll_ctl  calls. These are out-

The epoll event mechanism [18, 10, 12] inves-"ned in the following paragraphs.

tigated in this paper also separates the declarghe first method uses epoll in an edge-

tion of interest in events from their retrieval. triggered fashion, which requires theserver
The epoll_create  system call instructs 4 keep track of the current state of the socket
the kernel to create an event data structUrescriptor. This is required because with the
that can_be used to track events on a numbeédge-triggered semantics, events are only re-
of descriptors. Thereafter, thepoll_ctl ceived for transitions on the socket descriptor
call is used to modify interest sets, while thegtate  For example, once the server reads data
epoll_wait  callis used to retrieve events. om g socket, it needs to keep track of whether
Another drawback oelect andpoll is ©F not that socket is still readable, or if it will

that they perform work that depends on theget another event frompoll_wait  indicat-

size of the interest set, rather than the numbeP'd that the socket is readable. Similar state

of events returned. This leads to poor perfor-'nformation Is maintained by the server regard-
ing whether or not the socket can be written.

mance when the interest set is much larger thaWh_ hod | ¢ ) h
the active set. The epoll mechanisms avoid thiéL IS metfoﬁ IS re erreltlj to in our graphs and
pitfall and provide performance that is Iargelyt e rest of the papepoll-ET

independent of the size of the interest set. The second method. which we refer to as

epoll2, simply callsepoll_ctl twice per
3 Improv|ng epo” Performance socket descriptor. The first to register with the
kernel that the server is interested in read and

write events on the socket. The second call oc-

Figure 1 in Section 5 shows the throughpute, s \when the socket is closed. It is used to
obtained when using theserver with the se- a1 anoll that we are no longer interested in
lect, poll, and level-triggered epoll (epoll-LT) o ents on that socket. All events are handled

mechanisms. In this graph the x-axis showsy, 5 |eyel.triggered fashion. Although this ap-
increasing request rates and the y-axis Showﬁroach will reduce the number epoll_ctl

the reply _rate as measureql by the clients tha(t,alls., it does have potential disadvantages.
are inducing the load. This graph shows re-
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One disadvantage of the epoll2 method is thathe epoll_ctl system calls. Alternatively,
because many of the sockets will continue to bave could rely on theclose system call to
readable or writablepoll_wait  willreturn  remove the socket descriptor from the inter-
sooner, possibly with events that are currentlyest set (and we did try this). However, this
not of interest to the server. For example, if theincreases the time spent by theserver in
server is waiting for a read event on a socket iclose , and does not alter performance. We
will not be interested in the fact that the socketverified this empirically and decided to explic-
is writable until later. Another disadvantage isitly call epoll_ctl to perform the deletion
that these calls return sooner, with fewer eventsf descriptors from the epoll interest set.
being returned per call, resulting in a larger
number of calls. Lastly, because many of the . .
events will not be of interest to the server, the4 Experimental Environment
server is required to spend a bit of time to de-
termine if it is or is not interested in each eventThe experimental environment consists of a
and in discarding events that are not of interestsingle server and eight clients. The server con-
) tains dual 2.4 GHz Xeon processors, 1 GB of
The third method uses a new system call nameﬁAM’ a 10,000 rpm SCSI disk, and two one
epoll_ctlv . This system call is designed 0 Gjgapit Ethernet cards. The clients are iden-
reduce the overhead of multipépoll_ctl tical to the server with the exception of their
system calls_ by aggregating several calls tQyisks which are EIDE. The server and clients
epoll_ctl into one call toepoll_ctlv are connected with a 24-port Gigabit switch.
This is achieved by passing an array of epoliyy ayoid network bottlenecks, the first four
events structures &poll_ctlv , whichthen  ¢jiants communicate with the server's first Eth-
callsepoll_ctl  for each element of the ar- grnet card, while the remaining four use a dif-
ray. Events are generated in level-triggeredqrant |p address linked to the second Ethernet
fashion. This method is referred to in the fig- .54, The server machine runs a slightly mod-
ures and the remainder of the paper as epOlisieq version of the 2.6.5 Linux kernel in uni-

ctiv. processor mode.

We useepoll_ctlv to add socket descrip-

tors to the interest set, and for modifying41 Workloads

the interest sets for existing socket descrip-

tors. However, removal of socket descriptorsThis section describes the workloads that we
from the interest set is done by explicitly call- used to evaluate performance of theerver

ing epoll_ctl just before the descriptor is with the different event notification mecha-
closed. We do not aggregate deletion opernisms. In all experiments, we generate HTTP
ations because by the timepoll_ctlv is loads usinghttperf [11], an open-loop work-
invoked, theuserver has closed the descriptorload generator that uses connection timeouts to
and theepoll_ctl invoked on that descrip- generate loads that can exceed the capacity of
tor will fail. the server.

The userver does not attempt to batch the closOur first workload is based on the widely used
ing of descriptors because it can run out ofSPECweb99 benchmarking suite [17]. We use
available file descriptors. Hence, the epoll-httperf in conjunction with a SPECweb99 file
ctlv method uses both thepoll_ctlv and set and synthetic HTTP traces. Our traces
have been carefully generated to recreate the
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file classes, access patterns, and number of ré-2 Server Configuration
guests issued per (HTTP 1.1) connection that
are used in the static portion of SPECWeb99r . o1 of our experiments, theserver is run

The file set and server caches are sized so thfi, the same set of configuration parameters
the entire file set fits in the server’s cache. Th'sexcept for the event dispatch mechanism. The
ensures that differences in cache hit rates dﬂserveris configured to usendfile  to take

not affect performance. advantage of zero-copy socket 1/O while writ-

Our second workload is called the one-byte"9 replies. We use TCP_CORK in conjunc-

workload. In this workload, the clients repeat-1on with sendfile . The same server op-
edly request the same one byte file from thdions are used for all experlment_s even though
server's cache. We believe that this workload!® Useé of TCP_CORK ansendfile  may
stresses the event dispatch mechanism by mifiot Provide benefits for the one-byte workload
imizing the amount of work that needs to beWnen compared with simply usingritev

done by the server in completing a particular _

request. By reducing the effect of system callst-3 Experimental Methodology

such agead andwrite , this workload iso-

lates the differences due to the event dispatciie measure the throughput of thserver us-
mechanisms. ing different event dispatch mechanisms. In

. . our graphs, each data point is the result of a
To study the scalability of the event dlspatchtWO minute experiment. Trial and error re-

gregz?g:nmeitﬁjsngﬁsn?ﬂ?:gszf dsovil;ehgsc”p\iealed that two minutes is sufficient for the
conn. a proaram. that comes és art of theserver to achieve a stable state of operation. A
n a progran as p two minute delay is used between consecutive
httperf swt_e. This program maintains a S.teadyexperiments which allows the TIME_WAIT
n.u.mber of idle cpnnectlons 'to the Server (in ad'state on all sockets to be cleared before the sub-
dition to the active connections maintained by

httperf). If any of these connections are CIOSecff*.equent run. All non-essential services are ter-
pery). y minated prior to running any experiment.

idleconn immediately re-establishes them. We
first examine the behaviour of the event dis-
patch mechanisms without any idle connecH Experimental Results
tions to study scenarios where all of the con-

nections presentin a server are active. We then | ) ]
pre-load the server with a number of idle con-In this section we first compare the throughput

nections and then run experiments. The idi*chieved when using level-triggered epoll with

connections are used to increase the numbdp@t observed when usirgglect andpoll
of simultaneous connections in order to sim-Under both the one-byte and SPECweb99-

ulate a WAN environment. In this paper we like workloads with no idle connections. We

present experiments using 10,000 idle connedN€N examine the effectiveness of the differ-
tions, our findings with other numbers of idle €Nt Méthods described for reducing the num-

connections were similar and they are not prePer of epoll_ctl - calls under these same
sented here. workloads. This is followed by a compari-

son of the performance of the event dispatch
mechanisms when the server is pre-loaded with
10,000 idle connections. Finally, we describe
the results of experiments in which we tune the
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accept strategy used in conjunction with epoll-ing epoll as described in Section 3. The effect
LT and epoll-ctlv to further improve their per- of these techniques on the one-byte workload

formance. is shown in Figure 3. The graphs in this figure
o show that for this workload the techniques used
We initially ran the one byte and the {4 raqyce the number @poll_ctl  calls do

SPECweb99-like workloads to compare theng provide significant benefits when compared
performance of the select, poll and level-t their level-triggered counterpart (epoll-
triggered epoll mechanisms. LT). Additionally, the performance of select

As shown in Figure 1 and Figure 2, for both and poll is equal to or slightly better than each

of these workloads select and poll perform as,‘_)f the epoll technlques. Note that we omlt_the
well as epoll-LT. It is important to note that be- line for_ poll from Figures 3 an_d 4 because itis
cause there are no idle connections for thes@early identical to the select line.

experiments the number of socket descriptors
tracked by each mechanism is not very high.
As expected, the gap between epoll-LT and se- >
lect is more pronounced for the one byte work- ¢
load because it places more stress on the eveng
dispatch mechanism.
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Figure 3: userver performance on one byte
workload with no idle connections
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5000 - We further analyze the results from Figure 3

by profiling theuserver using gprof at the re-
guest rate of 22,000 requests per second. Table
1 shows the percentage of time spent in sys-
tem calls (rows) under the various event dis-
patch methods (columns). The output for sys-

‘ ‘ tem calls anduserver functions which do not
ol o contribute significantly to the total run-time is
20000 [ epoll-LT £ .

left out of the table for clarity.
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workload using select, poll, and epoll-LT
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If we compare the select and poll columns
we see that they have a similar breakdown in-
cluding spending about 13% of their time in-
Ty T T dicating to the kernel events of interest and

Requests/s obtaining events. In contrast the epoll-LT,

poll, and epoll-LT functions epoll_ctl , epoll_ctlv and

epoll_wait ). Despite these extra overheads
We tried to improve the performance of thethe throughputs obtained using the epoll tech-
server by exploring different techniques for us-niques compare favourably with those obtained

10000

5000
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select| epoll-LT | epoll-ctlv | epoll2 | epoll-ET | poll
read 21.51 20.95 21.41| 20.08 22.19| 20.97
close 14.90 14.05 14.90| 13.02 14.14| 14.79
select 13.33 - - - - -
poll - - - - - 1 13.32
epoll_ctl - 16.34 5.98| 10.27 11.06 -
epoll_wait - 7.15 6.01| 12.56 6.52 -
epoll_ctlv - - 9.28 - - -
setsockopt | 11.17 9.13 9.13| 7.57 9.08| 10.68
accept 10.08 9.51 9.76 | 9.05 9.30| 10.20
write 5.98 5.06 5.10| 4.13 5.31| 5.70
fentl 3.66 3.34 3.37| 3.14 3.34| 3.61
sendfile 3.43 2.70 2.71| 3.00 3.91| 343

Table 1: gprof profile data for theserver under the one-byte workload at 22,000 requests/sec

usingselect andpoll . We note that when Using the epoll-ctlv technique, gprof indicates
usingselect andpoll the application re- that epoll_ctlv and epoll_ctl com-
quires extra manipulation, copying, and evenbine for a total of 1,949,404 calls compared
scanning code that is not required in the epollwith 3,947,769epoll_ctl calls when us-
case (and does not appear in the gprof data). ing epoll-LT. While epoll-ctlv helps to reduce

) the number of user-kernel boundary cross-
The results in Table 1 also show that theings, the net result is no better than epoll-

overhead due toepoll_ctl calls is re- |7 The amount of time taken by epoll-ctlv
duced in epoll-ctlv, epoll2 and epoll-ET, when ;, epoll_ctlv and epoll_ctl system

compared with epoll-LT. However, in each .4s is about the same (around 16%) as

case these improvements are offset by iNgy4i spent by level-triggered epoll in invoking
creased costs in other portions of the COdeepOll ctl.

The epoll2 technique spends twice as much

time in epoll_wait when compared with  When comparing the percentage of time epoll-
epoll-LT. With epoll2 the number of calls LT and epoll-ET spend iepoll_ctl we see

to epoll_wait Is significantly higher, the that it has been reduced using epoll-ET from
average number of descriptors returned 6% to 11%. Although thepoll_ctl time
lower, and only a very small proportion of has been reduced it does not result in an ap-
the calls (less than 1%) return events thapreciable improvement in throughput. We also
need to be acted upon by the server. On thaote that about 2% of the run-time (which is
other hand, when compared with epoll-LT thenot shown in the table) is also spent in the
epoll2 technique spends about 6% less timepoll-ET case checking, and tracking the state
on epoll_ctl calls so the total amount of of the request (i.e., whether the server should
time spent dealing with events is comparablebe reading or writing) and the state of the
with that of epoll-LT. Despite the significant socket (i.e., whether it is readable or writable).
epoll_wait overheads epoll2 performance We expect that this can be reduced but that it
compares favourably with the other methodswvouldn't noticeably impact performance.

on this workload.
Results for the SPECweb99-like workload are
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shown in Figure 4. Here the graph shows thatire 6. In this case each of the event mecha-
all techniques produce very similar results withnisms is impacted in a manner similar to that
a very slight performance advantage going tan which they are impacted by idle connections
epoll-ET after the saturation point is reached. in the one-byte workload case.

T T 25000 T T T T T T
select —e— select —e—

epoll-LT ——4—— poll ——=&——
20000 epoll-ET £ 20000 F o} epoll-ET =]

epoll2 &~ 2%¢ epoll-LT -~ ¢~
e epoll2 —<—

25000

15000 15000

Replies/s

10000

Replies/s

10000

5000

5000

0 . . . . . . 0 . . . I I I
0 5000 10000 15000 20000 25000 30000 0 5000 10000 15000 20000 25000 30000

Requests/s Requests/s
Figure 4. userver performance on Figure 5: userver performance on one byte
SPECweb99-like workload with no idle workload and 10,000 idle connections
connections

25000

Seiecl 4@*‘
5.1 Results With Idle Connections 20000 |- . —
epoll-LT —~&-—

epoll2 —<—

15000 |-

Replies/s

We now compare the performance of the event :
mechanisms with 10,000 idle connections. The
idle connections are intended to simulate the 5000 -
presence of larger numbers of simultaneous 0 ‘ ‘ ‘ ‘ ‘ ‘
connections (as might occur in a WAN envi- o T ,;jjg;lg,jm 2300030000
ronment). Thus, the event dispatch mechanier. )
has to keep track of a large number of descrip- lgure  6: piserver  performance on

) SPECweb99-like workload and 10,000
tors even though only a very small portion of. :

; idle connections

them are active.

10000

By comparing results in Figures 3 and 5 oned-2 Tuning Accept Strategy for epoll

can see that the performance of select and poll

degrade by up to 79% when the 10,000 idleThe userver's accept strategy has been tuned
connections are added. The performance dior use withselect . Theuserver includes a
epoll2 with idle connections suffers similarly parameter that controls the number of connec-
to select and poll. In this case, epoll2 sufferstions that are accepted consecutively. We call
from the overheads incurred by making a largethis parameter the accept-limit. Parameter val-
number ofepoll_wait  calls the vast major- ues range from one to infinity (Inf). A value of
ity of which return events that are not of cur- one limits the server to accepting at most one
rent interest to the server. Throughput withconnection when notified of a pending connec-
level-triggered epoll is slightly reduced with tion request, while Inf causes the server to con-
the addition of the idle connections while edge-secutively accept all currently pending connec-
triggered epoll is not impacted. tions.

The results for the SPECweb99-like workloadTo this point we have used the accept strategy
with 10,000 idle connections are shown in Fig-that was shown to be effective feelect by
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Brecht et al. [4] (i.e., accept-limitis Inf). In 6 Discussion

order to verify whether the same strategy per-

forms well with the epoll-based methods we

explored their performance under different ac-n this paper we use a high-performance event-

cept strategies. driven HTTP server, theserver, to compare
and evaluate the performance of select, poll,

Figure 7 examines the performance of level5nq epoll event mechanisms. Interestingly,

triggered epoll after the accept-limit has beenye gpserve that under some of the work-

tuned for the one-byte workload (other val-|55ds examined the throughput obtained using

ues were explored but only the best valuesgject andpoll is as good or slightly bet-

are shown). Level-triggered epoll with an ac-er than that obtained with epoll. While these

cept limit of 10 shows a marked improve- yorkioads may not utilize representative num-

ment over the previous accept-limit of Inf, hers of simultaneous connections they do stress

and now matches the performance of selecfe eyent mechanisms being tested.
on this workload. The accept-limit of 10 also

improves peak throughput for the epoll-ctlv Our results also show that a main source of
model by 7%. This gap widens to 32% atoverhead when using level-triggered epoll is
21,000 requests/sec. In fact the best accephe large number oépoll_ctl calls. We
strategy for epoll-ctlv fares slightly better than explore techniques which significantly reduce
the best accept strategy for select. the number ofepoll_ctl calls, including
the use of edge-triggered events and a system
call, epoll_ctlv , which allows theuserver
to aggregate large numbers epoll_ctl
25000 ‘ ‘ ‘ ‘ ‘ ‘ calls into a single system call. While these
' techniques are successful in reducing the num-
ber of epoll_ctl calls they do not appear
to provide appreciable improvements in perfor-
mance.

20000 |

15000

Replies/s

10000
select accept=Inf —e—
epoll-LT accept=Inf —-2——
epoll-LT accept=10 &

« | i e As expected, the introduction of idle connec-
0 5000 10000 15000 20000 25000 30000 tions results in dramatic performance degrada-
Requestsls tion when usingselect andpoll , while not
Figure 7: pserver performance on one byte noticeably impacting the performance when
workload with different accept strategies andusing epoll.  Although it is not clear that
no idle connections the use of idle connections to simulate larger
numbers of connections is representative of
real workloads, we find that the addition of
) o ) idle connections does not significantly alter
Varying the accept-limit did not improve the {4 performance of the edge-triggered and
performance of the edge-triggered epoll teCheye|-triggered epoll mechanisms. The edge-
nique under this workload and it is not shownyjqqered epoll mechanism performs best with
in the graph. However, we believe that the ef-o level-triggered epoll mechanism offer-
fects of the accept strategy on the various epolilng performance that is very close to edge-

techniques warrants further study as the eﬁ"[riggered.
cacy of the strategy may be workload depen-
dent. In the future we plan to re-evaluate some of

5000

0
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the mechanisms explored in this paper un-
der more representative workloads that include
more representative wide area network condi-

tions. The problem with the technique of us-

ing idle connections is that the idle connections

simply inflate the number of connections with-
out doing any useful work. We plan to explore
tools similar to Dummynet [16] and NIST Net
[5] in order to more accurately simulate traffic
delays, packet loss, and other wide area net-
work traffic characteristics, and to re-examine

[5]

the performance of Internet servers using dif-
ferent event dispatch mechanisms and a wider

variety of workloads.
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Abstract

The X Window System, Version 11, is the stan-
dard window system on Linux and UNIX sys-
tems. X11, designed in 1987, was “state of
the art” at that time. From its inception, X has
been a network transparent window system in
which X client applications can run on any ma-
chine in a network using an X server running
on any display. While there have been some
significant extensions to X over its history (e.g.
OpenGL support), X's design lay fallow over
much of the 1990’s. With the increasing inter-
est in open source systems, it was no longer
sufficient for modern applications and a sig-
nificant overhaul is now well underway. This
paper describes revisions to the architecture of
the window system used in a growing fraction
of desktops and embedded systems

1 Introduction

While part of this work on the X window sys-
tem [SG92] is “good citizenship” required by

ture made it difficult to implement good
WYSIWYG systems

Inadequate 2D graphics, which had al-
ways been intended to be augmented
and/or replaced

Developers are loathe to adopt any new
technology that limits the distribution of
their applications

Legal requirements for accessibility for
screen magnifiers are difficult to imple-
ment

Users desire modern user interface eye
candy, which sport translucent graphics
and windows, drop shadows, etc.

Full integration of applications into 3 D
environments

Collaborative shared use of X (e.g. multi-
ple simultaneous use of projector walls or
other shared applications)

open source, some of the architectural probwhile some of this work has been published
lems solved ease the ability of open source apelsewhere, there has never been any overview
plications to print their results, and some Ofpaper describing this work as an integrated
the techniques developed are believed to be igvhole, and the compositing manager work de-
advance of the commercial computer industryscribed below is novel as of fall 2003. This

The challenges being faced include:

work represents a long term effort that started

in 1999, and will continue for several years
* X’s fundamentally flawed font architec- more.
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2 Text and Graphics tionalization, was causing major performance
problems. Deploying new server side font
technology is slow, as X is a distributed sys-

X’s obsolete 2D bit-blit based text and graph-tem’ and many X servers are seldom (or never)
ics system problems were most urgent. The deupdated.

velopment of the Gnome and KDE GUI envi-

ronments in the period 1997-2000 had showrTherefore, a more fundamental change in X’s
X11's fundamental soundness, but confirmedarchitecture was undertaken: to no longer use
the authors’ belief that the rendering system irserver side fonts at all, but to allow applications
X was woefully inadequate. One of us par-direct access to font files and have the window
ticipated in the original X11 design meetingssystem cache and composite glyphs onto the
where the intent was to augment the renderingcreen.

design at a later date; but the “GUI Wars” of the

late 1980’s doomed effort in this area. Good!Ne first implementation of the new font sys-
printing support has been particularly difficult €M [Pac01b] taught a vital lesson.  Xftl
to implement in X applications, as fonts haveProvided anti-aliased text and proper font

were opaque X server side objects not directiy?@ming/substitution support, but reverted to
accessible by applications. the core X11 bitmap fonts if the Render

extension was not present. Xftl included
Most applications now composite images inthe first implementation what is called “sub-
sophisticated ways, whether it be in Flash mepixel decimation,” which provides higher qual-
dia players, or subtly as part of anti-aliasedity subpixel based rendering than Microsoft's
characters. Bit-Blit is not sufficient for these ClearType [Pla00] technology in a completely
applications, and these modern applicationgeneral algorithm.

were (if only by their use of modern toolk- . _
its) all resorting to pixel based image manip-Despite these advances, Xftl received at best

ulation. The screen pixels are retrieved from@ lukewarm reception. If an application devel-

the window system, composited in clients, and®Per wanted anti-aliased text universally, Xitl

then restored to the screen, rather than directiglid not help them, since it relied on the Render
composited in hardware, resulting in poor per-extension which had not yet been widely de-
formance. Inspired by the model first imple- Ployed; instead, the developer would be faced

mented in the Plan 9 window system, a graphWith two implementations, and higher mainte-
ics model based on Porter/Duff [PD84] imagenance costs. This (in retrospect obvious) ratio-

compositing was chosen. This work resulted i@l behavior of application developers shows
the X Render extension [Pac01al]. the high importance of backwards compatibil-

ity; X extensions intended for application de-
X11's core graphics exposed fonts as a servevelopers’ use must be designed in a down-
side abstraction. This font model was, at bestward compatible form whenever possible, and
marginally adequate by 1987 standards. Eveshould enable a complete conversion to a new
WYSIWYG systems of that era found them in- facility, so that multiple code paths in appli-
sufficient. Much additional information em- cations do not need testing and maintenance.
bedded in fonts (e.g. kerning tables) were noThese principles have guided later develop-
available from X whatsoever. Current com-ment.
petitive systems implement anti-aliased outline

fonts. Discovering the Unicode coverage of aln€ font installation, naming, substitution,
font, required by current toolkits for interna- and internationalization problems were sepa-
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rated from Xft into a library named Fontcon- 3 Cairo
fig [Pac02], (since some printer only appli-
cations need this functionality independent of
the window system.) Fontconfig provides in- The Cairo library [WPO03], developed by one of
ternationalization features in advance of thoséhe authors in conjunction with by Carl Worth
in commercial systems such as Windows orof ISI, is designed to solve this problem. Cairo
OS X, and enables trivial font installation with provides a state full user-level API with sup-
good performance even when using thousandgort for the PDF 1.4 imaging model. Cairo pro-
of fonts. Xft2 was also modified to operate vides operations including stroking and filling
against legacy X servers lacking the Render exBézier cubic splines, transforming and com-
tension. positing translucent images, and anti-aliased
. _ text rendering. The PostScript drawing model
Xft2 and Fontconfig's solving of several ma- ha5 peen adapted for use within applications.
jor problems and lack of deployment barriersgyensions needed to support much of the PDF
enabled rapid acceptance and deployment iR 4 imaging operations have been included.
the open source community, seeing almost unithjs jntegration of the familiar PostScript op-
versal use and uptake in less than one calensrational model within the native application
dar year. They have been widely deployed onanguage environments provides a simple and

Linux systems since the end of 2002. They alsg,owerful new tool for graphics application de-
“future proof” open source systems aga'ns‘;velopment.

coming improvements in font systems (e.g.

OpenType), as the window system is no longefCairo’s rendering algorithms use work done
a gating item for font technology. in the 1980’s by Guibas, Ramshaw, and

) ) ~ Stolfi [GRS83] along with work by John

Sun Microsystems implemented a server S|dqqobby [Hob85], which has never been ex-
font extension over the last several years; fo'bloited in Postscript or in Windows. The im-
the reasons outlined in this section, it has NOblementation is fast, precise, and numerically
been adopted by open source developers.  giaple, supports hardware acceleration, and is

While Xft2 and Fontconfig finally freed ap- ' advance of commercial systems.

plication developers from the tyranny of of particular note is the current development of
X1l's core font system, improved perfor- Gjitz [NR04], an OpenGL backend for Cairo,
mance [PGO03], and at a stroke simplified theirbeing developed by a pair of master’s students
printing problems, it has still left a substantial j, s\weden. Not only is it showing that a high
burden on applications. The X11 core graphspeed implementation of Cairo is possible, it
ics, even augmented by the Render extensiofyplements an interface very similar to the X

lack convenient facilities for many applications Render extension’s interface. More about this
for even simple primitives like splines, tasteful i, the OpenGL section below.

wide lines, stroking paths, etc, much less pro-

vide simple ways for applications to print the Cairo is in the late stages of development and

results on paper. is being widely adopted in the open source
community. It includes the ability to render
to Postscript and a PDF back end is planned,
which should greatly improve applications’
printing support. Work to incorporate Cairo in
the Gnome and KDE desktop environments is
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well underway, as are ports to Windows anddesired functionality with a simple implemen-
Apple’s Maclintosh, and it is being used by thetation. This simple approach is inadequate
Mono project. As with Xft2, Cairo works with for X as some desktop environments nest the

all X servers, even those without the Rendemwhole system inside a single top-level win-

extension. dow to allow panning, and X's long history
has shown the value of separating mechanism

L from policy (Gnome and KDE were developed

4 Accessibility and Eye-Candy over 10 years after X11’s design). The fix is

pretty easy—allow applications to select which
Several years ago, one of us implemented Rpieces of the window hierarchy are to be stored

prototype X system that used image compositpﬁ'screen and which are to be drawn to their
ing as the fundamental primitive for construct-Parent storage.

Ing the screen representation of the window iy, window hierarchy contents stored in off-
erarchy contents. Child window contents Wer€screen buffers, an external application can now

composited to their parent windows which .46 how the screen contents are constructed
were incrementally composed to their parentg,q, the constituent sub-windows and what-

um.” the final SCreen image was formed, €N-ever other graphical elements are desired. This
abling translucent windows. The problem with

Y Halisi - eliminated the complexities surrounding pre-
this simplistic model was twofold—first, a cisely what semantics would be offered in

naive implementation consumed enormous rey;inqow-level compositing within the X server

sources as each window required tWo oMy the design of the underlying X extensions.

plete off screen buffers (one for the window oy \yere replaced by some concerns over the
contents themselves, and one for the window,e formance implications of using an external
contents composited with the children) andagent (the “Compositing Manager”) to execute

took huge amounts of time to build the final g roquests needed to present the screen im-
screen image as it recursively composited win-

: age. Note that every visible pixel is under the
dows together. Secondly, the policy govern-,,nio| of the compositing manager, so screen
ing the compositing was hardwired into the X

. i updates are limited to how fast that application
server. An architecture for exposing the same.,n get the bits painted to the screen
semantics with less overhead seemed almost

possible, and pieces of it were implementedThe architecture is split across three new ex-
(miext/layer). However, no complete systemtensions:

was fielded, and every copy of the code tracked
down and destroyed to prevent its escape into

_ » Composite, which controls which sub-
the wild.

hierarchies within the window tree are

Both Mac OS X and DirectFB [Hun04] per- rendered to separate buffers.
form window-level compositing by creating

off-screen buffers for each top-level window
(in OS X, the window system is not nested,
so there are only top-level windows). The
screen image is then formed by taking the re-
sulting images and blending them together on < Xfixes, which includes new Region ob-
the screen. Without handling the nested win-  jects permitting all of the above computa-
dow case, both of these systems provide the tion to be performed indirectly within the

« Damage, which tracks modified areas
with windows, informing the Composting
Manager which areas of the off-screen hi-
erarchy components have changed.
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X server, avoiding round trips. dation X Window System release, sometime
this summer. Since there has not been suffi-

Multiple applications can take advantage of the“i€nt exposure through widespread use, further

nail or screen magnifier applications to be in-fiénce with the facilities are gained in a much

cluded in the desktop environment. larger audience; as these can be made without
affecting existing applications, immediate de-

To allow applications other than the composit-ployment is both possible and extremely desir-

ing manager to present alpha-blended conterdble.

to the screen, a new X Visual was added to the _ _ _

server. At 32 bits deep, it provides 8 bits of The mechanisms described above realize a fun-

red, green and blue along with 8 bits of alphad@mentally more interesting architecture than

value. Applications can create windows using€itheér Windows or Mac OSX, where the com-

this visual and the compositing manager carPositing policy is hardwired into the window

composite them onto the screen. system. We expect a fertile explosion of ex-
perimentation, experience (both good and bad),

Nothing in this fundamental design indicatesand a winnowing of ideas as these facilities

that it is used for constructing translucent win-gain wider exposure.

dows; redirection of window contents and no-

tification of window content change seems

pretty far removed from one of the final goals.5  Input Transformation

But note the compositing manger can use what-

ever X requests it likes to paint the com- )

bined image, including requests from the Ren!N the “naive,” eye-candy use of the new com-

der extension, which does know how to blendPositing functlon_s, no tra_nsformatlo_n of input

translucent images together. The final imag&VeNts are required, as input to windows re-

is constructed programmatically so the possiMains at the same geometric position on the

ble presentation on the screen is limited onlySCT€€N, even though the windows are first ren-

by the fertile imagination of the numerous eye-déred off screen. More sophisticated use, for

candy developers, and not restricted to any IOO|_example, screen readers or immersive environ-

icy imposed by the base window system. AndMents such as Croquet [SRRKO02], or Sun’s

vital to rapid deployment, most applications Looking Glass [KJO4] requires transformation

can be completely oblivious to this background®f inPut events from where they first occur
legerdemain. on the visible screen to the actual position in

the windows (being rendered from off screen),
In this design, such sophisticated effects needince the window’s contents may have been ar-
only be applied at frame update rates on onhpbitrarily transformed or even texture mapped
modified sections of the screen rather than abnto shapes on the screen.

the rate applications perform graphics; this ) , o
constant behavior is highly desirable in sys-/AS Part of Sun Microsystem's award winning
tems. work on accessibility in open source for screen

readers, Sun has developed the XEVIE exten-
There is very strong “pull” from both commer- sion [Kre], which allows external clients to
cial and non-commercial users of X for this transform input events. This looks like a good
work and the current early version will likely starting point for the somewhat more general
be shipped as part of the next X.org Foun-problem that 3D systems pose, and with some
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modification can serve both the accessibilitypursued.
needs and those of more sophisticated applica-
tions.

7 Next Steps
6 Synchronization

We believe we are slightly more than half way

Synchronization is probably the largest re-through the process of rearchitecting and reim-
maining challenge posed by compositing.plementing the X Window System. The ex-

While composite has eliminated much flashingisting prototype needs to become a produc-
of the screen since window exposure is elimi-tion system requiring significant infrastructure

nated, this does not solve the challenge of thavork as described in this section.

compositing manager happening to copy an ap-

plication’s window to the frame buffer in the

middle of an application painting a sequence’-1 OPenGL based X

of updates. No “tearing” of single graphics op-

erations take place since the X server is single

threaded, and all graphics operations are run ty!/"eént X-based systems which support
completion. OpenGL do so by encapsulating the OpenGL

environment within X windows. As such,
The X Synchronization extension an OpenGL application cannot manipulate X
(XSync) [GCGW92], widely available objects with OpenGL drawing commands.
but to date seldom used, provides a general set

of mechanisms for applications to synchronizeUSing OpenGL as the basis for the X server it-

with each other, with real time, and potentially S?rlf wil place_ X objects such as pIxmaps and
with other system provided counters. XSync'sC-Screen window contents inside OpenGL

original design intent intended system pro-CPJ€cts allowing ‘prl'cat'ons to Iuse :]he full
vided counters for vertical retrace interrupts,oIoenGL command set to manipulate them.

audio sample clocks, and similar systempa «nroof of concept” of implementation of the
faC|I|t|es,_ enabling very tlght synchr_onlzatlon X Render extension is being done as part of
of graphics operations with these time basesye Glitz back-end for Cairo, which is showing
Work has begun on Linux to provide these,ery good performance for render based appli-
counters at long last, when available, to flesh.atons. Whether the “core” X graphics will re-

out the design originally putin place and testedy jire any OpenGL extensions is still somewhat
in the early 1990’s. an open question.

A possibl_e d_esign for solving the application |, concert with the new compositing exten-
synchronization problem at low overhead maygiqons, conventional X applications can then be
be to mark sections of requests with inCrésintegrated into 3D environments such as Cro-
ments of XSync counters: if the count is Oddquet, or Sun’s Looking Glass. X application
(or even) the window would be unstable/stable qntents can be used as textures and mapped

The compositing manager might then copy the, ¢4 any surface desired in those environments.
window only if the window is in a stable state.

Some details and possibly extensions to XSynd his work is underway, but not demonstrable
will need to be worked out, if this approach is at this date.
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7.2 Kernel support for graphics cards gle kernel-level entity responsible for basic de-
vice management, but this effort has just be-
gun.

In current open source systems, graphics cards

are supported in a manner totally unlike that7_3 Housecleaning and Latency Elimination

of any other operating system, and unlike pre-  and Latency Hiding

vious device drivers for the X Window System

on commercial UNIX systems. Thereisnosin- _ '
gle central kernel driver responsible for manag-S€rous attempts were made in the early 1990's

ing access to the hardware. Instead, a large siq multi-thread the X server itself, with the dis-
of cooperating user and kernel mode system€OVery that the threading overhead in the X
are involved in mutual support of the hardware SErVer is a net performance loss [Smi92].

in_cluding the_ X Server (for 2D graphic), the Applications, however, often need to be multi-
direct-rendering mf_rastructure (DRI) (for ac- threaded. The primary C binding to the X pro-
ce_lerated 3D graphics), the kernel frame buffertocol is called Xlib, and its current implemen-
driver (for text console emulation), the Gen'tation by one of us dates from 1987. While it
eral A.‘Tl T\_/ and Overlay Software (GATOS) was partially developed on a Firefly multipro-
(for video input and output) and alternate 2D oqqqr workstation of that era, something al-

graphics systems like DirectFB. most unheard of at that date, and some con-

Two of these systems, the kernel frame buffesideration of multi-threaded applications were
driver and the X server both include code totaken in its implementation, its internal trans-
configure the graphics card “video mode’— port facilities were never expected/intended to

the settings needed to send the correct videB€ Preserved when serious multi-threaded op-
signals to monitors connected to the card®rating systems became available. Unfortu-

Three of these systems, DRI, the X servefately, rather than a full rewrite as one of us ex-
and GATOS, all include code for managing pected, multi-threaded support was debugged
the memory space within the graphics cardinto existence using the original code base and
All of these systems directly manipulate hard-the resulting code is very bug-prone and hard to

ware registers without any coordination amongMaintain. Additionally, over the years, Xlib be-
them. came a “kitchen sink” library, including func-

tionality well beyond its primary use as a bind-
The X server has no kernel component foring to the X protocol. We have both seri-
2D graphics. Long-latency operations cannobusly regretted the precedents both of us set
use interrupts, instead the X server spins whileéntroducing extraneous functionality into Xlib,
polling status registers. DMA is difficult or im- causing it to be one of the largest libraries on
possible to configure in this environment. Per-UNIX/Linux systems. Due to better facilities
haps the most egregious problem is that thén modern toolkits and system libraries, more
X server reconfigures the PCI bus to correcthan half of Xlib’s current footprint is obsolete
BIOS mapping errors without informing the code or data.

operating system kernel. Kernel access to de- _ _ , _
vices while this remapping is going on mayWh|Ie serious work was done in X11's design

find the related devices mismapped. to mitigate latency, X’s performapce, part!cu-

larly over low speed networks, is often lim-
To rationalize this situation, various groups andted by round trip latency, and with retrospect
vendors are coordinating efforts to create a sinmuch more can be done [PGO03]. As this
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work shows, client side fonts have made a sigwhere. Users should be able to replicate an
nificant improvement in startup latency, andapplication’s display on a wall projector for
work has already been completed in toolkitspresentation. Applications should be able to
to mitigate some of the other hot spots. Mucheasily survive the loss of the X server (most
of the latency can be retrieved by some simcommonly caused by the loss of the underly-
ple techniques already underway, but some reing TCP connection, when running remotely).

quire more sophisticated techniques that the o . )
current Xlib implementation is not capable of. T0Olkit implementers typically did not under-

Potentially 90the latency as of 2003 can beStand and share this poorly enunciated vision
recovered by various techniques. The XxCcBand were primarily driven by pressing imme-
library [MS01] by Bart Massey and Jamey didte needs, and X's design and implemen-
Sharp is both carefully engineered to be muliation made migration or replication difficult

tithreaded and to expose interfaces that will alf0 implement as an afterthought. As a re-
low for latency hiding. sult, migration (and replication) was seldom

implemented, and early toolkits such as Xt
Since libraries linked against different basicmade it even more difficult. Emacs is the only
X transport systems would cause havoc in theavidespread application capable of both migra-
same address space, a Xlib compatibility layetion and replication, and it avoided using any
(XCL) has been developed that provides theoolkit. A more detailed description of this vi-
“traditional” X library API, using the original sion is available in [Get02].
Xlib stubs, but replacing the internal transport

and locking system, which will allow for much R€cent work in some of the modern toolkits
more useful latency hiding interfaces. The(€:9- GTK+) and evolution of X itself make

XCB/XCL version of Xlib is now able to run Much of this vision demonstrable in current ap-

essentially all applications, and after a shakePlications. Some work in the X infrastructure
down period, should be able to replace the ex(Xlib) is underway to enable the prototype in

isting Xlib transport soon. Other bindings than G TK+ to be finished.
the traditional Xlib bindings then become pOS'SimiIarIy, input devices need to become full-

sible in the same address space, and we Mgy, 404 network data sources, to enable much

see toolkits adopt those bindings at substantiaﬂ)Oser coupling of keyboards, mice, game con-

Savings In space. soles and projectors and displays; the challenge
here will be the authentication, authorization

7.4 Mobility, Collaboration, and Other Topics  and security issues this will raise. The HAL
and DBUS projects hosted at freedesktop.org

X’s original intended environment included € Worki.ng on at least part of the solutions for
highly mobile students, and a hope, never gent_he user interface challenges posed by hotplug

erally realized for X, was the migration of ap- ©f input devices.
plications between X servers.

7.5 Color Management
The user should be able to travel between sys- g

tems running X and retrieve your running ap-

plications (with suitable authentication and au-The existing color management facilities in
thorization). The user should be able to log outX are over 10 years old, have never seen
and “park” applications somewhere for laterwidespread use, and do not meet current needs.
retrieval, either on the same display, or else-This area is ripe for revisiting. Marti Maria Sa-
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guer’s LittleCMS [Mar] may be of use here. existing X Security extension with an exten-
For the first time, we have the opportunity tosion that, as in SELinux, will allow multiple
“get it right” from one end to the other if we different security policies to be developed ex-
choose to make the investment. ternal to the X server. This should allow multi-
ple different policies to be available to suit the
varied uses: normal workstations, secure work-
stations, shared displays in conference rooms,
etc.

Transport security has become an burning is-

sue; X is network transparent (applications cary 7 compression and Image Transport

run on any system in a network, using remote

displays), yet we dare no longer use X over the o
network directly due to password grabbing kitsMany/most modern applications and desktops,

in the hands of script kiddies. SSH [BS01] pro-ncluding the most commonly used application
vides such facilities via port forwarding and (& Web browser) are now intensive users of syn-

is being used as a temporary stopgap. yrthetic and natural images. _The previous at-
gent work on something better is vital to en-{€Mpt (XIE [SSF96]) to provide compressed

able scaling and avoid the performance and lalmage transport failed due to excessive com-

tency issues introduced by transit of extra proP!€xity and over ambition of the designers, has
cesses, particularly on (Linux Terminal ServerN€Ver been significantly used, and is now in
Project (LTSP [McQO2]) servers, which are be_fgct not even shipped as part of current X dis-
ginning break out of their initial use in schools trbutions.

and other non security sensitive environmentsl-oday,
into very sensitive commercial environments.

7.6 Security and Authentication

many images are being read from disk
or the network in compressed form, uncom-

Another aspect of security arises between apP'€Ssed into memory in the X client, moved
plications sharing a display. In the early andt© the X server (where they often occupy an-
mid 1990’s efforts were made as a result of thePther copy of the uncompressed data). If we

compartmented mode workstation projects tg*dd general data compression to X (or run X
make it much more difficult for applications to ©Ver Ssh with compression enabled) the data

share or steal data from each other on a X diswould be both compressed and uncompressed
play. These facilities are very inflexible, and On itS way to the X server. A simple replace-

have gone almost unused. ment for XIE (if the complexity slippery slope
can be avoided in a second attempt) would be

As projectors and other shared displays beworthwhile, along with other general compres-
come common over the next five years, applision of the X protocol.

cations from multiple users sharing a display ) _

will become commonplace. In such environ-Results in our 2003 Usenix X Network Per-
ments, different people may be using the sam&rmance paper show that, in real applica-
display at the same time and would like somdion workloads (the startup of a Gnome desk-

level of assurance that their application’s datdoP) using even simple GZIP [Gai93] style
compression can make a tremendous differ-

is not being grabbed by the other user’s appli- _ . )

cation. ence in a network environment, with a fac-
tor of 300(!) savings in bandwidth. Appar-

Eamon Walsh has, as part of the SELinuxently the synthetic images used in many cur-

project [Wal04], been working to replace therent Ul's are extremely good candidates for
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compression. A simple X extension that could{GRS83]
encapsulate one or more X requests into the
extension request would avoid multiple com-
pression/uncompression of the same data in

the system where an image transport extension

was also present. The basic X protocol frame-

work is actually very byte efficient relative to

most conventional RPC systems, with a basic

X request only occupying 4 bytes (contrast this

with HTTP or CORBA, in which a simple re- [Hob85]
guest is more than 100 bytes).

With the great recent interest in LTSP in com-
mercial environments, work here would be ex-
tremely well spent, saving both memory and

CPU, and network bandwidth. [HunO4]

We are more than happy to hear from anyone
interested in helping in this effort to bring X
into the new millennium.

[KJO04]
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Abstract works at a higher level. With some knowledge
about how the kernel operates, g-syscollect can

Itanium processors have very sophisticate(fon(ECt caII-graphs, funct|_on caI_I counts, _and
performance monitoring tools integrated intoPercentage of time spent in particular routines.

the CPU. McKinley and Madison Itanium In other words, pfmon can tell us how much

CPUs have over three hundred different type%ime the CPU spends s'talled on d-cache misses
of events they can filter, trigger on, and count.and g-syscollect can give us the call-graph for

The restrictions on which combinations of trig- the worst offenders.

gers are allowed is daunting and varies acrosgngated versions of this paper will be avail-
CPU implementations. Fortunately, the toolsgple  from http://iou.parisc-linux.

hide this complicated mess. While the toolsy 40152004/

prevent us from shooting ourselves in the foot,

it's not obvious how to use those tools for mea- ]

suring kernel device driver behaviors. 1 Introduction

|O driver writers can use pfmon to measure tWO!mproving the performance of 1O drivers is re-
key areas generally_not obvious from the Co_deally not that easy. It usually goes something
MMIO read and write frequency and precise ike:

addresses of instructions regularly causing L:!) '

data cache misses. Measuring MMIO reads has
some nuances related to instruction execution
which are relevant to understanding ia64 and 2. Set up the test environment
likely ia32 platforms. Similarly, the ability to _

pinpoint exactly which data is being accessed 3. Collect metrics

by drivers enables driver writers to either mod-
ify the algorithms or add prefetching directives
where feasible. | include some examples on 5. Change the code based on theories about
how | used pfmon to measure NIC drivers and the metrics

give some guidelines on use.

1. Determine which workload is relevant

4. Analyze the metrics

6. Iterate on Collect metrics

g-syscollect is a “gprof without the pain” kind

of tool. While g-syscollect uses the same ker-This paper attempts to make the collect-
nel perfmon subsystem as pfmon, the formeanalyze-change loop more efficient for three
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obvious things: MMIO reads, MMIO writes, counting and sampling. For countingfmon
and cache line misses. simply reports the number of occurrences of

_ _ _ the desired events during the monitoring pe-
MMIO reads and writes are easier to locate iNriod. pfmon can also be configured to sample

Linux code than for other OSs which support,; certain intervals information about the exe-
memory-mapped 10—just search fegadl()  cytion of a command or for the entire system.

andwritel() calls. Butpfmon [1] can provide 45 possible to sample any events provided by
statistics of actual behavior and not just whergpqo underlying PMU.

in the code MMIO space is touched.

. ) The information recorded by the PMU depends
Cache line misses are hard to detect. Nongy, \what the user wantpfmon contains a few
of the regular performance tools I've usedp eset measurements but for the most part the
can precisely tell where CPU stalls are takingser is free to set up custom measurements.
place. We can guess some of them based 08, |tanjum2 pfmon provides access to all the
data usage—like spin locks ping-ponging be-p\y advanced features such as opcode match-
tween CPUs. This requires a level of underng range restrictions, the Event Address Reg-
standing that most of us mere mortals don'tigiarg (EAR) and the Branch Trace Buffer.
possess. Agaimpfmon can help out here.

Lastly, getting an overview of system perfor-1-2 Pfmon command line options

mance and getting run-time call graph usually

requires compiler support that gcc doesn't proHere is a summary of command line options

vide. g-tools[4] can provide that information. used in the examples later in this paper:

Driver writers can then manually adjust the

code knowing where the “hot spots” are. —us-c use the US-style comma separator for
large numbers.

1.1 pfmon —cpu-list=0 bind pfmon to CPU 0 and only

count on CPU O
The author ofpfmon, Stephane Eranian [2],

describespfmon as “the performance tool —Pin-command bind the command at the end

for 1A64-Linux which exploits all the features of the command line to the same CPU as
of the IA-64 Performance Monitoring Unit pfmon .

(PMU).” pfmon uses a command !lne |_nt_er- —resolve-addr look up addresses and print the
face and does not require any special privilege symbols

to run. pfmon can monitor a single process, a
multi-threaded process, multi-processes work=long-smpl-periods=2000take a sample of
loads and the entire system. every 2000th event.

pfmon is the user command line interface to—smpl-periods-random=0xfff:10 randomize
the kernel perfmon subsystem. perfmon does the sampling period. This is necessary

the ugly work of programming the PMU. Perf- to avoid bias when sampling repetitive
mon is versioned separately frggfmon com- behaviors. The first value is the mask
mand. When in doubt, use the perfmon in the  of bits to randomize (e.g., 0xfff) and the
latest 2.6 kernel. second value is initial seed (e.g., 10).

There are two major types of measurements:k kernel only.
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—system-wide measure the entire system (all Linux kernels. Becausg-syscollect uses
processes and kernel) the PMU, it has the following advantages over
other tools:

Parameters only available on a to-be-released
pfmon v3.1: * no special kernel support needed (besides
perfmon subsystem).

—smpl-module=dear-hist-itanium2 This par-
ticular module is to be used ONLY in
conjunction with the Data EAR (Event « can collect call-graphs of the kernel while
Address Registers) and presents recorded interrupts are blocked.
samples as histograms about the cache
misses. By default, the information is pre- * measures multi-threaded applications
sented in the instruction view but it is pos-
sible to get the data view of the misses
also.

* provides call-graph of kernel functions

» data is collected per-CPU and can be
merged

* instruction level granularity (not bundles
-e data_ear_cache_lat64pseudo event for g y( )

memory loads with latency> 64 cy-
cles. The real event BATA_EAR_EVENT 2 Measuring MMIO Reads
(counts the number of times Data EAR

has recorded something) and.the ps’(':'U(]lf{learly every driver uses MMIO reads to ei-
event expresses the latency filter for thether flush MMIO writes, flush in-flight DMA,
event.* ~Use pfmon -ldata_ear_ - (qs¢ ohviously) collect status data from the
cache _to list _aII valid values. Valid IO device directly. While use of MMIO read is
values with McKinley CPU are powers of necessary in most cases, it should be avoided
two (4 —4096). where possible.

1.3 g-tools 2.1 Why worry about MMIO Reads?

The author of g-tools, David Mosberger [S], yvio reads are expensive—how expensive

ha_s described g-tools as “gprof without thedepends on speed of the 10 bus, the number

pain.” bridges the read (and its corresponding read re-
turn) has to cross, how “busy” each bus is, and
finally how quickly the device responds to the
read request. On most architectures, one can

JPrecisely measure the cost by measuring a loop
of MMIO reads and callingyet_cycles()

| before/after the loop.

g-tools package containg-syscollect ,
g-view gprof and  g-dot .
g-syscollect collects profile infor-
mation using kernel perfmon subsystem t
sample the PMUg-view will present the
data collected in both flat-profile and cal
graph form. g-dot _displays the call-graph e measured anywhere fromus to 2is per

in graphical form. Please see thprof [6] | a54. In practical terms:
website for details oqprof .

g-syscollect depends on the kernel perf- ¢ ~ 500-600 cycles on an otherwise-idle
mon subsystem which is included in all 2.6 400 MHz PA-RISC machine.
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» ~ 1000 cycles on a 450 MHz Pentium ma-ordering imposes no constraint on non-
chine which included crossing a PCI-PCl load/store instructions. Henceudelay(1)
bridge. begins before the CPU stalls. The CPU will

stall on buf->member because of memory

ordering restrictions if theidelay(1) com-
pletes beforeeadI|(x) is retired. Drop the
udelay(1) call andpfmon will always see

And for those who still don’'t believe me, try the stall caused by MMIO reads on the next

watching a DVD movie after turning DMA off memory reference.

for an IDE DVD player:

* ~ 900-1000 cycles on a 800 MHz 1A64
HP ZX1 machine.

Unfortunately, the 1A32 Software Developer’s
Manual[3] Volume 3, Chapter 7.2 “MEMORY
ORDERING” is silent on the issue of how
MMIO (uncached accesses) will (or will not)
By switching the IDE controller to use PIO stall the instruction stream. This document
(Programmed 1/O) mode, all data will be trans-is very clear on how “IO Operations” (e.g.,
ferred to/from host memory under CPU con-|N/OUT) will stall the instruction pipeline until
trol, byte (or word) at a timepfmon can mea- the read return arrives at the CPU. A direct re-
sure this. Andpfmon looks broken when it sponse from |nte|(R) |nd|Cate@ad|O does
displays three and four digit “Average Cyclesnot stall like IN or OUT do and IA32 has the

hdparm -d O /dev/cdrom

Per Instruction” (CPI) output. same problem. The Intel® architect who re-
sponded did hedge the above statement claim-
2.2 Eh? Memory Reads don't stall? ing a “udelay(10) will be as close as expected”

for an example similar to mine. Anyone who
They do. But the CPU and PMU don't “real- has access to a frontside bus analyzer can ver-
ize” the stall until the next memory reference.ify the above statement by measuring timing
The CPU continues execution until memory or-loops between uncached accesses. I'm not that
der is enforced by the acquire semantics in therivileged and have to trust Intel® in this case.

MMIO read. This means thBata Event Ad- idered . b
dress Registers record the next stalled mem- For 1464, we considered putting an extra bur-

ory reference due to memory ordering con- den onudelay to stall the instruction stream

straints. not the MMIO read . One has to look until previous memory references were retired.

at the instruction stream carefully to determineWe could use dummy loads/stores before and

which instruction actually caused the stall. after the actual delay loop so memory ordering
could be used to stall the instruction pipeline.

This also means the following sequenceThat seemed excessive for something that we
doesn’t work exactly like we expect: didn’t have a bug report for.

Consensus was addimgf.a (memory fence)
instruction toreadl()  should be sufficient.
The architecture only requiresf.a serve as

an ordering token and need not cause any de-
lays of its own. In other words, the imple-
mentation is platform specificmf.a has not
The problem is the value returned bybeen added toeadl() yet because every-
read(x) is never consumed. Memory

writel(CMD,addr);
readl(addr);
udelay(1);

y = buf->member;
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thing was working without so far. 2.4 tg3 Memory Reads

In summary, Figure 1 shows tg3 is do-
ing 2749675/(1834959 — 918505) ~ 3

2.3 pfmon -e uc_loads_retired MMIO reads per interrupt and averaging about
5000000/(1834959 — 918505) ~ 5 packets
per interrupt. This is with the BCM5701 chip
running in PCI mode at 66 MHz:64-bit.

IO accesses are generally the only uncacheBased on code inspection, here is a break down
references made on 1A64-linux and normallyof where the MMIO reads occur in temporal
will represent MMIO reads. The basic mea-order:

surement will tell us roughly how many cycles

the CPU stalls for MMIO reads. Get the num- _

ber of MMIO reads per sample period and then 1. tg3_interrupt() flushes  MMIO
multiply by the actual cycle counts a MMIO write to MAILBOX_INTERRUPT_O

read takes for the given device. One needs to

measure MMIO read cost by using a CPU in- tg3_poll() —  1g3_enable_
ternal cycle counter and hacking the kernel to Ints() — W32(TG3PCI_MISC_
HOST_CTRL)

read a harmless address from the target device

a few thousand times. 3. tg3_enable_ints() flushes MMIO

In order to make statements about per trans- write to MAILBOX_INTERRUPT_O

action or per interrupt, we need to know

the cumulative number of transactions orvs gpvious when inspectingw32() , the
interrupts processed for the sample periodgcyvs701 chip has a serious bug. Every call
pktgen is straightforward in this regard since i, tw32() on BCM5701 requires a MMIO
pktgen will print transaction statistics when a5 to follow the MMIO write. Only writes to

a run is terminated. And one can recordy,jihox registers don't require this and a dif-
/proc/interrupts contents before and ferent routine is used for mailbox writes.
after eachpfmon run to collect interrupt

events as well. Given the NIC was designed for zero MMIO

reads, this is pretty poor performance. Us-

Drawbacks to the above are one assumes a hﬂTg a BCM5703 or BCM5704 would avoid the
mogeneous driver environment; i.e., only oneyimio read in tw32().

type of driver is under load during the test. |

think that’s a fair assumption for developmentl've exchanged email with David Miller and
in most cases. Bridges (e.g., routing trafficJeff Garzik (tg3 driver maintainers). They have
across different interconnects) are probably thealid concerns with portability. We agree tg3
one case it’'s not true. One has to work a bitcould be reduced to one MMIO read after the
harder to figure out what the counts mean inlast MMIO write (to guarantee interrupts get
that case. re-enabled).

For other benchmarks, like SpecWeb, we wanOne would need to use the “tag” field in the
to grab/proc/interrupt and networking status block when writing the mail box register
stats before/aftgpfmon runs. to indicate which “tag” the CPU most recently
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gsyprf3:~# pfmon -e uc_loads retired -k --system-wide \

-- Justr/src/pktgen-testing/pktgen-single-tg3

Adding devices to run.

Configuring devices

Running... ctri*C to stop

57: 918505 0 IO-SAPIC-level ethl

Result: OK: 7613693(c7613006+d687) usec, 5000000 (64byte) 656771pps 320Mb/sec
(336266752bps) errors: 0

57: 1834959 0 IO-SAPIC-level ethl
CPUO 2749675 UC_LOADS_RETIRED
CpPU1 1175 UC_LOADS_RETIRED

}
Figure 1: tg3 v3.6 MMIO reads with pktgen/IRQ on same CPU

saw. Using Message Signaled Interrupts (MSIR.6 e1000 Memory Reads
instead of Line based IRQs would guarantee

the most recent status block update (transferred; 54 version 5.2.52-k4 has a more efficient
via DMA writes) would be visible to the CPU implementation than tg3 driver. In a nut shell,

beforetg3_interrupt( gets called. MMIO reads are pretty much irrelevant to the
The protocol would allow correct operation PKigen workload with €1000 driver using de-
without using MSI, too. fault values.

Figure 3 shows el1000 performs

173315/(703829 — 622143) ~ 2 MMIO

reads per interrupt and000000/(703829 —
2.5 Benchmarking,pfmon, and CPU bindings  622143) ~ 61 packets per interrupt.

Being the curious soul | am, | tracked down

the two MMIO reads anyway. One is in the in-

terrupt handler and the second when interrupts
The purpose of bindingktgen to CPULl is are re-enabled. It looks like e1000 will always

to verify the transmit code path is NOT doing need at least 2 MMIO reads per interrupt.
any MMIO reads. We split the transmit code

path and interrupt handler across CPUs to nar- _ _
row down which code path is performing the3 Measuring MMIO Writes
MMIO reads. This change is not obvious from

Figure 2 output since tg3 only performs MMIO 3 41 Why worry about MMIO Writes?
reads from CPU 0tg3_interrupt() ).

But in Figure 2, performance goes up 30%!MMIO writes are clearly not as significant as
Offhand, | don’t know if this is due to CPU MMIO reads. Nonetheless, every time a driver
utilization (pktgen andg3_interrupt() writes to MMIO space, some subtle things hap-
contending for CPU cycles) or if DMA is more pen. There are four minor issues to think about:
efficient because of cache-line flows. When Imemory ordering, PCI bus utilization, filling
don’t have any deadlines looming, I'd like to outbound write queues, and stalling MMIO
determine the difference. reads longer than necessary.
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gsyprf3:~# pfmon -e uc_loads_retired -k --system-wide \

-- lustr/src/pktgen-testing/pktgen-single-tg3

Adding devices to run.

Configuring devices

Running... ctrl*C to stop

57: 5809687 0 IO-SAPIC-level ethl

Result: OK: 5914889(c5843865+d71024) usec, 5000000 (64byte) 845451pps 412Mb/se
c (432870912bps) errors: O

57: 6427969 0 IO-SAPIC-level ethl
CPUO 1855253 UC_LOADS_RETIRED
CPU1 950 UC_LOADS_RETIRED

Figure 2: tg3 v3.6 MMIO reads with pktgen/IRQ on diff CPU

gsyprf3:~# pfmon -e uc_loads_retired -k --system-wide \

-- lusr/src/pktgen-testing/pktgen-single-e1000

Configuring devices

Running... ctri*C to stop

59: 622143 0 IO-SAPIC-level eth3

Result: OK: 10228738(c9990105+d238633) usec, 5000000 (64byte) 488854pps 238Mb/
sec (250293248bps) errors: 81669

59: 703829 0 IO-SAPIC-level eth3
CPUO 173315 UC_LOADS_RETIRED
CPU1 1422 UC_LOADS RETIRED

Figure 3. MMIO reads for e1000 v5.2.52-k4
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First, memory ordering is enforced since PCI3.3 tg3 Memory Writes
requires strong ordering of MMIO writes. This

means the MMIO write will push all previous igyre 4 shows tg3 does about 10M MMIO
regular memory writes ahead. This is not a Séyyrites to send 5M packets. However, we
rious issue but it can make a MMIO write take .54 preak the MMIO writes down into base

longer. level (feed packets onto transmit queue) and

MMIO writes are short transactions (i.e., muchth_lnterrupt_ Wh'Ch. hand!es X (and
less than a cache-line). The PCI bus setup tim%{ax) completlpns. Knpwmg which code path
to select the device, send the target address ahid® MMIO writes are in helps track down us-
data, and disconnect measurably reduces p&de I the source code.

bus utilization. It typically results in six or ouiput in Figure 5 is after hacking the
more PCI bus cycles to send four (or eight)pktgen-single-th script to  bind

bytes of data. On systems which strongly orpuigen  kernel thread to CPU 1 when
der DMA Read Returns and MMIO Writes, the gth1 s directing interrupts to CPU 0.
latter will also interfere with DMA flows by in- - The gistribution between TX queue setup

terrupting in-flight, outbound DMA. and interrupt handling is obvious now.

If the 10 bridge (e.g., PCI Bus controller) near- CPU 0 is handling interrupts jmd '\ﬁ&rlfgrms
est the CPU has a full write queue, the CPU3013580/(5803789 —5201193) ~ 5

will stall. The bridge would normally queue writes peorl intefrrupt. CPU 1 is handﬂ?g 1TX
the MMIO write and then tell the CPU it’s setup and performs000376/5000000 =~

done. The chip designers normally make thé\/”vIIO write per packet.

write queue deep enough so the CPU neveigain as noted in section 2.5, binding pktgen

needs to stall. But drivers that perform manyipread to one CPU and interrupts to another,

MMIO writes (e.g., use door bells) and burstchanges the performance dramatically.
many of MMIO writes at a time, could run into

a worst case. 3.4 1000 Memory Writes

The last concern, stalling MMIO reads longer

than normal, exists because of PCI ordering=igure 6 shows 248891/(991082 —
rules. MMIO reads and MMIO writes are 908366) ~ 3 MMIO writes per inter-
strongly ordered. E.g., if four MMIO writes rupt and5001303/5000000 ~ 1 MMIO write

are queued before a MMIO read, the read willper packet. In other words, slightly better than
wait until all four MMIO write transactions tg3 driver. Nonetheless, the hardware can't
have completed. So instead of say 1000 CP@ush as many packets. One difference is the
cycles, the MMIO read might take more thane1000 driver is pushing data to a NIC behind a
2000 CPU cycles on current platforms. PCI-PCI Bridge.

Figure 7 shows a~40% improvement in

_ throughput for pktgen without a PCI-PCI

3.2 pfmon -e uc_stores_retired Bridge in the way. Note the ratios of MMIO
writes per interrupt and MMIO writes per

) . 1This demonstrates how the distance between the 10
pfmon counts MMIO Writes with no sur- gevice and CPU (and memory) directly translates into
prises. latency and performance.
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gsyprf3:~# pfmon -e uc_stores_retired -k --system-wide -- /usr/src/pktgen-test
ing/pktgen-single-tg3

Adding devices to run.

Configuring devices

Running... ctrl*C to stop

57: 4284466 0 IO-SAPIC-level ethl

Result: OK: 7611689(c7610900+d789) usec, 5000000 (64byte) 656943pps 320Mb/sec
(336354816bps) errors: 0

57: 5198436 0 [|O-SAPIC-level ethl
CPUO 9570269 UC_STORES RETIRED
CPU1 445 UC_STORES RETIRED

Figure 4: tg3 v3.6 MMIO writes

gsyprf3:~# pfmon -e uc_stores_retired -k --system-wide -- /usr/src/
pktgen-testing/pktgen-single-tg3

Adding devices to run.

Configuring devices

Running... ctrl*C to stop

57: 5201193 0 IO-SAPIC-level ethl

Result: OK: 5880249(c5811180+d69069) usec, 5000000 (64byte) 850340pps 415Mb
/sec (435374080bps) errors: 0

57: 5803789 0 I0-SAPIC-level ethl
CPUO 3013580 UC_STORES_RETIRED
CPU1 5000376 UC_STORES_RETIRED

Figure 5: tg3 v3.6 MMIO writes with pktgen/IRQ split across CPUs

gsyprf3:~# pfmon -e uc_stores_retired -k --system-wide -- /usr/src/
pktgen-testing/pktgen-single-e1000

Running... ctrl*C to stop

59: 908366 0 I10-SAPIC-level eth3

Result: OK: 10340222(c10104719+d235503) usec, 5000000 (64byte) 483558pps 236Mb
/sec (247581696bps) errors: 82675

59: 991082 0 10-SAPIC-level eth3
CPUO 248891 UC_STORES_RETIRED
CpPU1 5001303 UC_STORES_RETIRED

Figure 6: MMIO writes for e1000 v5.2.52-k4

gsyprf3:~# pfmon -e uc_stores_retired -k --system-wide -- /usr/src/pktgen-test
ing/pktgen-single-e1000

Running... ctrl*C to stop

71 3 0 10-SAPIC-level eth7

Result: OK: 7491358(c7342756+d148602) usec, 5000000 (64byte) 667467pps 325Mb/s
ec (341743104bps) errors: 59870

71: 59907 0 IO-SAPIC-level eth7
CPUO 180406 UC_STORES_RETIRED
CPU1 5000939 UC_STORES_RETIRED

Figure 7: 1000 v5.2.52-k4 MMIO writes without PCI-PCI Bridge
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packet are the same. | doubt the MMIO misses accessing main memory will be cap-
reads and MMIO writes are the limiting fac- tured. This is how to select which level of
tors. More likely DMA access to memory cacheline misses one samples.

(and thus TX/RX descriptor rings) limits NIC

packet processing. While high threshholds (e.g., 64 cycles) will

show us where the longest delays occur, it will
not show us the worst offenders. Doing a sec-
4 Measuring Cache-line Misses ond run with a lower threshold (e.g., 4 cycles)
shows all L1, L2, and L3 cache misses and pro-

The Event Address Registai&EAR) can only }[/ii;jnes a much broader picture of cache utiliza-

record one event at a time. What is so interest-

ing gbout them is that they re_cord precis_e inforqy\/hen sampling events with low threshholds,
mation about data_cache misses. For instancge will get saturated with events and need to
for a data cache miss, you get the: reduce the number of events actually sampled
to every 5000th. The appropriate value will
« address of the instruction, likely aload  depend on the workload and how patient one
is. The workload needs to be run long enough

 address of the target data to be statistically significant and the sampling
) ) period needs to be high enough to not signifi-
* latency in cycles to resolve the miss cantly perturb the workload.

The information pinpoints the source of the4.1 tg3 Data Cache misses > 64 cycles
miss, not the consequence (i.e., the stall).

The Data EAR (DEAR) can also tell us about For the output in Figure 8, I've iteratively de-
MMIO reads via sampling. The DEAR can creased the smpl-periods until | noticed the to-

only recordloads that miss, not stores. Of tal pkigen throughput starting to drop. Fig-

course, MMIO reads always miss because thegre 8 qutput only S_hOWS the tg3 interrupt code
are uncached. This is interesting if we want to ath s_lncepfmon is bound to C'_DU 0. _ No_r-
track down which MMIO addresses are “hot.” maIIy_, it would be useful to run this again with
It's usually easier to track down usage in sourceﬂou'l'sofz1 h. Vc\i/e lfould theg see what the
code knowing which MMIO address is refer- TX code path and pkigen are doing.

enced. Also, the pin-command option in
this example doesnt do anything since

Collecting with DEAR sampling requires two
g ping req iktgen-single-th directs apktgen

parameters be tweaked to statistically improv
the samples. One is the frequency at whic ernel t1hre_ad bound CPU_l to do the real
Data Addresses are recorded and the other }gork. I've mcluc!ed the option only to make
the threshold (how many CPU cycles latency) PEOPIE aware of it

Because we know the latency to L3 is about4.2 tg3 Data Cache misses > 4 cycles
21 cycles, setting the EAR threshold to a value

higher (e.g., 64 cycles) ensures only the loaq:igure 9 puts thdaté4 output in Figure 8

2pfmon v3.1 is the first version to support EAR  INtO better perspective. It shows tg3 is spending
and is expected to be available in August, 2004. more time for L1 and L2 misses than L3 misses
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gsyprf3:~# pfmon31 --us-c --cpu-list=0 --pin-command --resolve-addr \
--smpl-module=dear-hist-itanium2 \
-e data_ear_cache_lat64 --long-smpl-periods=500 \
--smpl-periods-random=0xfff:10 --system-wide \

-k -- lusr/src/pktgen-testing/pktgen-single-tg3

added event
only kernel symbols are resolved in system-wide mode
Adding devices to run.
Configuring devices

Running... ctrl*C to stop

set 0

I0-SAPIC-level

ethl

Result: OK: 5915877(c5845032+d70845) usec, 5000000 (64byte) 845308pps 412Mb/sec

%L3

0.00%

0.00%
0.00%

0.00%
0.00%
0.00%
0.00%
0.00%
0.00%
0.00%

IO-SAPIC-level

ethl

: percentage of L1 misses that hit memory

%RAM instruction addr

100.00%

100.00%
100.00%

100.00%
100.00%
100.00%
100.00%
100.00%
100.00%
100.00%

0.00%
0.00%

57: 7209769 0
(432797696bps) errors: 0
57: 7827812 0
# total_samples 672
# instruction addr view
# sorted by count
# showing per per distinct value
# %L2 : percentage of L1 misses that hit L2
# %L3 : percentage of L1 misses that hit L3
# %RAM
# L2 5 cycles load latency
# L3 : 12 cycles load latency
# sampling period: 500
#count %self  %cum %L2
38 5.65% 5.65% 0.00%
36 5.36% 11.01% 0.00%
32 4.76% 15.77% 0.00%
32 4.76% 20.54% 0.00%
30 4.46% 25.00% 0.00%
29 4.32% 29.32% 0.00%
28 4.17% 33.48% 0.00%
27 4.02% 37.50% 0.00%
24 357% 41.07% 0.00%
21 3.12% 44.20% 0.00%
# level O : counts=0 avg_cycles=0.0ms
# level 1 : counts=0 avg_cycles=0.0ms
# level 2 :

approx cost: 0.0s

0xa000000100009141 ia64_spinlock_contention
+0x21<kernel>
0xa00000020003e580 tg3_interrupt[tg3]+0xe0<kernel>
0xa000000200034770 tg3_write_indirect_reg32[tg3]
+0x90<kernel>
0xa00000020003e640 tg3_interrupt[tg3]+0x1la0<kernel>
0xa000000200034e91 tg3_enable_ints[tg3]+0x91<kernel>
0xa00000020003e510 tg3_interrupt[tg3]+0x70<kernel>
0xa00000020003d1a0 tg3_tx[tg3]+0x2e0<kernel>
0xa00000020003cfa0 tg3_tx[tg3]+0xeO<kernel>
0xa00000020003cfdl tg3_tx[tg3]+0x1ll<kernel>
0xa000000200034e60 tg3_enable_ints[tg3]+0x60<kernel>

counts=672 avg_cycles=0.0ms 100.00%

Figure 8: tg3 v3.6 lat64 output
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gsyprf3:~# pfmon31 --us-c --cpu-list=0 --resolve-addr --smpl-module=dear-hist-itanium2 \
-e data_ear_cache_lat4 --long-smpl-periods=5000 --smpl-periods-random=0xfff:10 \
--system-wide -k -- /usr/src/pktgen-testing/pktgen-single-tg3
added event set 0
only kernel symbols are resolved in system-wide mode
Adding devices to run.
Configuring devices
Running... ctr*C to stop
57: 8484552 0 IO-SAPIC-level ethl
Result: OK: 5938001(c5866437+d71564) usec, 5000000 (64byte) 842034pps 411Mb/sec
(431121408bps) errors: 0
57: 9093642 0 IO-SAPIC-level ethl
total_samples 795
instruction addr view
sorted by count
showing per per distinct value
%L2 : percentage of L1 misses that hit L2
%L3 : percentage of L1 misses that hit L3
%RAM : percentage of L1 misses that hit memory
L2 : 5 cycles load latency
L3 . 12 cycles load latency
sampling period: 5000
#count %self %cum %L2 %L3 %RAM  instruction addr
95 11.95% 11.95%  0.00% 98.95%  1.05% O0xa00000020003d150 tg3_tx[tg3]+0x290<kernel>
83 10.44% 22.39% 93.98%  4.82%  1.20% O0xa00000020003d030 tg3_tx[tg3]+0x170<kernel>
21  2.64% 25.03% 0.00% 95.24%  4.76% 0xa0000001000180f0 ia64_handle_irq+0x170<kernel>
20 252% 27.55%  5.00% 80.00% 15.00% O0xa00000020003d040 tg3_tx[tg3]+0x180<kernel>
18  2.26% 29.81% 50.00% 11.11% 38.89% O0xa00000020003cfa0 tg3_tx[tg3]+0xeO<kernel>
17 2.14% 31.95% 0.00%  0.00% 100.00% 0xa00000020003e671 tg3_interrupt[tg3]
+0x1d1<kernel>
17 2.14% 34.09%  0.00% 100.00%  0.00% 0xa00000020003e700 tg3_interrupt[tg3]
+0x260<kernel>
16 2.01% 36.10% 56.25% 43.75%  0.00% 0xa000000100012160 ia64_leave_kernel
+0x180<kernel>
16 2.01% 38.11% 62.50% 0.00% 37.50% 0xa00000020003cf60 tg3_tx[tg3]+OxalO<kernel>
15 1.89% 40.00% 86.67% 6.67%  6.67% 0xa00000020003cfd0 tg3_tx[tg3]+0x110<kernel>
15 1.89% 41.89%  0.00%  0.00% 100.00% 0xa000000100016041 do_IRQ+0xlal<kernel>
15 1.89% 43.77%  0.00% 53.33% 46.67% 0xa00000020003e370 tg3_poll[tg3]+0x350<kernel>

H o HHHH R H R

# level O : counts=226 avg_cycles=0.0ms 28.43%
# level 1 : counts=264 avg_cycles=0.0ms 33.21%
# level 2 : counts=305 avg_cycles=0.0ms 38.36%
approx cost: 0.0s

Figure 9: tg3 v3.6 lat4 output
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and in only two locations. Adding one prefetchThe -c and-C set the call sample rate and
to pull data from L3 into L2 would help for the code sample rate respectively. The call sam-
top offender. One needs to figure out which bitple rate is used to collect function call counts.
of data each recorded access refers to and déhis is one of the key differences compared to
termine how early one can prefetch that data. traditional profiling tools: g-syscollect obtains
call-counts in a statistical fashion, just as has
We can also rule out MMIO accesses as the 0Reen done traditionally for the execution-time
culprit. tg3_interrupt+0x1d1 could be  rofile. The code sample rate is used to collect

an MMIO read but it doesn’t show up in Fig- 5 fia profile CPU_CYCLE®y default).
ure 8 liketg3 write_indirect_reg32 -

does. The-e option allows one to change the event
) _ ) o used to sample for the flat profile. The default
Note smpl-periods is 10x higher in Fig- g (g sample CPU_CYCLES event. This pro-

ure 9 than in Figure 8. Collecting 10x more \ijes traditional execution time in the flat pro-
samples withlat4  definitely disturbs the e

workload.
The data is stored in the current directory under
.g/ directory. The next section demonstrates
5 (¢-tools howg-view displays the data.
g-syscollect and g-view are trivial to 5.2 g-view
use. An example and brief explanation for ker-
nel usage follow. | was running the netperf [7] TCP_RR test in

o the background to another server when | col-

Please remember most applications spend MORlteq the following data. As Figure 10 shows,

of the time in user space and not in the kernely,ig particular TCP_RR test isn't costing many

g-tools is especially good in user space. cycles in tg3 driver. Or, at least not ones | can
measure.

5.1 g-syscollect
tg3_interrupt() shows up in the flat pro-

file with 0.314 seconds time associated with
it. The time measurement is only possible
becausénandle _IRQ_event() re-enables

This will collect system wide kernel data dur- Interrupts if the IRQ handler is not regis-
ing the 20 second period. Twenty to thrity sec-{éréd with SA_INTERRUPT (o indicate la-
onds is usually long enough to get sufficient acieNcy sensitive IRQ handleryio_IRQ() and
curacy. However, if the workload generates Other functlt_)ns in that same call graph do NOT
a very wide call graph with even distribution, @ve any time measurements because inter-
one will likely need to sample for longer peri- 'UPts are disabled. As noted before, the call-
ods to get accuracy in th&1% range. When graph is sampled using a different part of the
in doubt, try sampling for longer periods to seePMU than the part which samples the flat pro-

if the call-counts change significantly. file.

g-syscollect -c 5000 -C 5000 -t
20 -k

3See Page 7 of the David Mosberger’s Gelato taIkLaStly' 've omitted the trailing output of

[4] for a nice graph on accuracy whianly applies to  d-view  which explains the fields and
his example. columns more completely. Read that first be-
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gsyprf3:~# g-view .g/kernel-cpu0.info | more
Flat profile of CPU_CYCLES in kernel-cpu0.hist#0:
Each histogram sample counts as 200.510u seconds

% time self cumul calls self/call
68.88 13.41 13.41 215k 62.5u
2.90 0.56 13.97 431k 1.31u
2.50 0.49 14.46 233k 2.09u
1.77 0.35 14.80 1.38M 251n
1.61 0.31 15.12 240k 1.31u
1.51 0.29 15.41 240k 1.22u
Call-graph table:
index %time self children called
[176] 69.4 30.5m 13.4 -
29.5m 0.285 231k/457k
10.0m 0.00 244k/244k
13.4 0.00 215k/215k
0.293 1.14 240k
[56] 7.4 0.293 1.14 240k
0.487 0.649 233k/233k
0.487 0.649 233k
[57] 5.9 0.487 0.649 233k
- 0.00 229k/229k
97.7m 0.552 225k/225k
- 0.00 227k/227k
- 1.88 348k
[11] 9.7 - 1.88 348k
- 1.52 239k/240k
- 0.367 356k/356k

Figure 10:9-view

tot/call name
62.5u default_idle
1.31u finish_task_switch
4.89u tg3_poll

268n ipt_do_table
1.31u tg3_interrupt
5.95u net_rx_action

<spontaneous>
cpu_idle
schedule [164]
check_pgt cache [178]
default_idle [177]

__do_saoftirq [40]
net_rx_action
tg3_poll [57]

net_rx_action [56]
tg3_poll

tg3_enable_ints [133]

tg3_rx [61]

tg3_tx [58]

ia64_leave kernel [10]
ia64_handle_irg
do_softirg [39]
do_IRQ [12]

output for TCP_RR over tg3 v3.6
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fore going through the rest of the output.

6 Conclusion

6.1 More pfmon examples

CPU L2 cache misses in one kernel function
pfmon --verb -k \
--irange=sbha_alloc_range \
-el2_misses --system-wide \
--session-timeout=10

Show all L2 cache misses in
sba_alloc_range . Thisis interesting
since sba_alloc_range() walks

a bitmap to look for “free” resources.
One can instead specifgl3_misses

6.2 And thanks to...

Special thanks to Stephane Eranian [2] for ded-
icating so much time to the perfmon kernel
driver and associated tools. People might think
the PMU does it all—but only with a lot of SW
driving it. His review of this paper caught some
good bloopers. This talk only happened be-
cause | sit across the aisle from him and could
pester him regularly.

Thanks to David Mosberger[5] for putting to-
gether g-tools and making it so trivial to use.

In addition, in no particular order:

Christophe de Dinechin, Bjorn Helgaas,
Matthew Wilcox, Andrew Patterson, Al Stone,
Asit Mallick, and James Bottomley for review-

since L3 cache misses are much mordnd this document or providing technical guid-

expensive.

CPU 1 memory loads

pfmon --us-c \

--cpu-list=1 \

-e loads_retired \

-k --system-wide \
/tmp/pktgen-single Only
count memory loads on CPU 1. This is
useful for when we can bind the interrupt
to CPU 1 and the workload to a different

CPU. This lets us separate interrupt path

from base level code, i.e., when is the
load happening (before or after DMA
occurred) and which code path should
one be looking more closely at.

List EAR events supported pfmon -lear
List all EAR types supported byfmon 4.

More info on Event pfmon -i DATA_EAR_
TLB_ALL pfmon can provide more info
on particular events it supports.

4EAR isn't supported untipfmon v3.1

ance.

Thanks also to the OLS staff for making this
event happen every year.

My apologies if | omitted other contributors.
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Abstract significant changes in the communication in-
dustry, such as the convergence of data and

Traditionally, communications and data ser-voice téchnologies. The transition to packet-
vice networks were built on proprietary plat- Pased, converged, multi-service IP networks
forms that had to meet very specific availabil-"équire a carrier grade infrastructure based on
ity, reliability, performance, and service re- interoperable hardware gnd software buﬂdmg
sponse time requirements. Today, communical!ocks, management middleware, and appli-
tion service providers are challenged to meefations, implemented with standard interfaces.
their needs cost-effectively for new architec- "€ communication industry is witnessing a
tures, new services, and increased bandwidtfiechnology trend moving away from propri-
with highly available, scalable, secure, andétary systems towa_rd open and standardized
reliable systems that have predictable perforSyStéms that are built using modular and flex-
mance and that are easy to maintain and upPle ha_rdware and software (operating system
grade. This paper presents the technologicdind middieware) common off the shelf com-
trend of migrating from proprietary to open Ponents. The trend is to proceed forward de-
platforms based on software and hardwardVering next generation and multimedia com-
building blocks. It also focuses on the ongo-Munication services, using open standard car-
ing work by the Carrier Grade Linux working Mer grade platfprms. This trend is motivated
group at the Open Source Development Labs?y the expectations that open platforms are go-
examines the CGL architecture, the requireiNd to reduce the cost and risk of developing
ments from the latest specification release, angnd delivering rich communications services.
presents some of the needed kernel featurcdlso, they will enable faster time to market and
that are not currently supported by Linux such€nsure portability and interoperability between
as a Linux cluster communication mechanismYvarious components from different providers.
a low-level kernel mechanism for improved re-One frequently asked question is: "How can we
liability and soft-realtime performance, sup- meet tomorrow’s requirements using existing

port for multi-FIB, and support for additional infrastructures and technologies?'. Proprietary
security mechanisms. platforms are closed systems, expensive to de-

velop, and often lack support of the current

and upcoming standards. Using such closed
1 Open platforms platforms to meet tomorrow’s requirements for

new architectures and services is almost impos-
The demand for rich media and enhancedible. A uniform open software environment
communication services is rapidly leading towith the characteristics demanded by telecom
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applications, combined with commercial off- 2 The term Carrier Grade

the-shelf software and hardware components

Is a necessary part of these new architecture% this paper, we refer to the term Carrier Grade

The following key industry consortia are defin-

on many occasions. Carrier grade is a term

ing hardware and software high availabilityfor public network telecommunications prod-

specifications that are directly related to tele
com platforms:

1. The PCI Industrial Computer Manufactur-
ers Group [1] (PICMG) defines standards
for high availability (HA) hardware.

2. The Open Source Development Labs [2]
(OSDL) Carrier Grade Linux [3] (CGL)
working group was established in Jan-
uary 2002 with the goal of enhancing the
Linux operating system, to achieve an
Open Source platform that is highly avail-
able, secure, scalable and easily main-
tained, suitable for carrier grade systems.

‘ucts that require a reliability percentage upto 5
or 6 nines of uptime.

* 5 nines refers to 99.999% of uptime per

year (i.e., 5 minutes of downtime per
year). This level of availability is usually
associated with Carrier Grade servers.

* 6 nines refers to 99.9999% of uptime per

year (i.e., 30 seconds of downtime per
year). This level of availability is usually
associated with Carrier Grade switches.

3 Linux versus proprietary operat-

3. The Service Availability Forum [4] (SA
Forum) defines the interfaces of HA mid-
dleware and focusing on APIs for hard-

ing systems

ware p|atf0rm management and for app||_Th|S SeCtiOI’] deSCt’ibeS bneﬂy the motivating

cation failover in the application API. SA reasons in favor of using Linux on Carrier
compliant middleware will provide ser- Grade systems, versus continuing V\{lth propri-
vices to an application that needs to be HAgtary operating systems. These motivations in-

in a portable way. clude:

Standards-Based
A

Network Element

Proprietary

" — Proprietary Applications
Proprietary Applications
| Application Interface

SAF Standard

e HA Middleware

Proprietary HA Middleware.

Proprietary Real-time Bartwars iterace

Operating System LEINUX Standard Carrier Grade
» :
Operating System

Proprietary Hardware PICMG ATCA
e » Standard HA Hardware

Figure 1: From Proprietary to Open Solutions

The operating system is a core component in
such architectures. In the remaining of this pa-
per, we will be focusing on CGL, its architec-
ture and specifications.

Cost: Linux is available free of charge in
the form of a downloadable package from
the Internet.

Source code availability: With Linux, you
gain full access to the source code allow-
ing you to tailor the kernel to your needs.

Open development process (Figure 2):
The development process of the kernel is
open to anyone to participate and con-
tribute. The process is based on the con-
cept of "release early, release often."”

Peer review and testing resources: With
access to the source code, people using a
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wide variety of platform, operating sys- Linux in the telecom space, OSDL established
tems, and compiler combinations; canthe CGL working group. The group specifies
compile, link, and run the code on their and helps implement an Open Source platform
systems to test for portability, compatibil- targeted for the communication industry that
ity and bugs. is highly available, secure, scalable and easily
maintained. The CGL working group is com-
posed of several members from network equip-
ment providers, system integrators, platform
providers, and Linux distributors. They all
contribute to the requirement definition of Car-
rier Grade Linux, help Open Source projects
to meet these requirements, and in some cases
start new Open Source projects. Many of
the CGL members companies have contributed

» Vendor independent: With Linux, you no
longer have to be locked into a specific
vendor. Linux is supported on multiple
platforms.

* High innovation rate: New features are
usually implemented on Linux before they
are available on commercial or propri-

etary systems. ) , ,

pieces of technologies to Open Source in order

to make the Linux Kernel a more viable option

LINUX KERNEL DEVELOPMENT PROCESS for telecom platforms. For instance, the Open
f\ At ik Systems Lab [5] from Ericsson Research has
Zo Som ARAR #4%  contributed three key technologies: the Trans-

A soméﬂggg;g'f" mameerrLace parent IPC [6], the Asynchronous Event Mech-

N f#% 0% anism [7], and the Distributed Security Infras-

8 A »  in TR tructure [8]. There are already Linux distri-

suBsYSTEM A& butions, MontaVista [9] for instance, that are

e =l providing CGL distribution based on the CGL

requirement definition. Many companies are
also either deploying CGL, or at least evaluat-

Figure 2: Open development process of thé-ng and experimenting with it.
Linux kernel

Consequently, CGL activities are giving much
momentum for Linux in the telecom space
allowing it to be a viable option to propri-
Sftary operating system. Member companies of

port for a broad range of processors an oo
peripherals, commercial support availability, CGL are reieasing codg to Open Source and
are making some of their proprietary technolo-

high performance networking, and the proven

record of being a stable, and reliable serve@€S oPen, which leads to going forward from
platform. closed platforms to open platforms that use

CGL Linux.

Other contributing factors include Linux’ sup-

4 Carrier Grade Linux o
5 Target CGL applications

The Linux kernel is missing several features

that are needed in a telecom environment. |[The CGL Working Group has identified three
is not adapted to meet telecom requirementsnain categories of application areas into which
in various areas such as reliability, security,they expect the majority of applications imple-
and scalability. To help the advancement ofmented on CGL platforms to fall. These appli-
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cation areas are gateways, signaling, and man-
agement servers.

» Gateways are bridges between two dif-
ferent technologies or administration do-
mains. For example, a media gateway per-
forms the critical function of converting
voice messages from a native telecommu-
nications time-division-multiplexed net- 6
work, to an Internet protocol packet-

customer is authorized to use). Typi-

cally, management applications are data
and communication intensive. Their re-

sponse time requirements are less strin-
gent by several orders of magnitude, com-
pared to those of signaling and gateway
applications.

Overview of the CGL working
group

switched network. A gateway processes a

large number of small messages receiveéne CGL working group has the vision that
and transmitted over a large number Ofhext-generation and multimedia communica-
physical interfaces. Gateways performijon services can be delivered using Linux
in a timely manner very close to hard hased open standards platforms for carrier
real-time. They are implemented on ded-grade infrastructure equipment. To achieve this
icated platforms with replicated (rather yision. the working group has setup a strat-
than clustered) systems used for redungqgy to define the requirements and architecture

dancy. for the Carrier Grade Linux platform, develop
a roadmap for the platform, and promote the

* Signaling servers handle call control, sesevelopment of a stable platform upon which

sion control, and radio recourse control.commercial components and services can be
A signaling server handles the routing andgep|oyed.

maintains the status of calls over the net-

work. It takes the request of user agentdn the course of achieving this strategy, the
who want to connect to other user agent$OSDL CGL working group, is creating the re-
and routes it to the appropriate signaling.quirement definitions, and identifying existing
Signaling servers require soft real time re-Open Source projects that support the roadmap
sponse capabilities less than 80 millisecto implement the required components and in-
onds, and may manage tens of thousanderfaces of the platform. When an Open Source
of simultaneous connections. A signalingproject does not exist to support a certain re-
server application is context switch andquirement, OSDL CGL is launching (or sup-
memory intensive due to requirements forport the launch of) new Open Source projects
quick switching and a capacity to manageto implement missing components and inter-
large numbers of connections. faces of the platform.

 Management servers handle traditional-l_-he CGL working group consists of three dis-

network management operations, as Welpnctsub-groups that work together. These sub-

as service and customer managemenQrOUps are: specification, proof-of-concept,

These servers provide services such as: gnd validation. Responsibilities of each sub-

Home Location Register and Visitor Lo- group are as follows:
cation Register (for wireless networks)
or customer information (such as per-
sonal preferences including features the

1. Specifications: The specifications sub-
group is responsible for defining a set of
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requirements that lead to enhancements i
the Linux kernel, that are useful for car-
rier grade implementations and applica-
tions. The group collects, categorizes, anc
prioritizes the requirements from partici-
pants to allow reasonable work to proceec
on implementations. The group also in-

Applications

HA, Management, and Services Middleware

| 5]00] Juawdojaaag] aremyos |

teracts with other standard defining bod-
ies, open source communities, develop-
ers and distributions to ensure that the re-

Standard Interfaces | High Availability Interfaces |  Service Interfaces
iLSB, POSIX...)

Linux Kernel with Carrier Grade Enhancements

s : Hardware Configuration &
Hardened Device Drivers | Management Interfaces | Co-Processaor Interfaces

quirements identify useful enhancements

High Availability Hardware Platforms

in such a way, that they can be adoptec
into the base Linux kernel.

. Proof-of-Concept: This sub-group gener-

ates documents covering the design, fea-
tures, and technology relevant to CGL. It
drives the implementation and integration
of core Carrier Grade enhancements to
Linux as identified and prioritized by the
requirement document. The group is also
responsible for ensuring the integrated en-
hancements pass, the CGL validation test
suite and for establishing and leading an
open source umbrella project to coordi-
nate implementation and integration ac-
tivities for CGL enhancements.

. Validation: This sub-group defines stan-

dard test environments for developing val-
idation suites. It is responsible for co-
ordinating the development of validation
suites, to ensure that all of the CGL re-
quirements are covered. This group is
also responsible for the development of
an Open Source project CGL validation
suite.

8
CGL architecture

Figure 3. CGL architecture and scope

are related to the CGL enhancements to
the operating system. Enhancements may
also be made to hardware interfaces, inter-
faces to the user level or application code

and interfaces to development and debug-
ging tools. In some cases, to access the
kernel services, user level library changes

will be needed.

» Software Development Tools: These tools
will include debuggers and analyzers.

On October 9, 2003, OSDL announced
the availability of the OSDL Carrier

Grade Linux Requirements Definition,
Version 2.0 (CGL 2.0). This latest re-
guirement definition for next-generation
carrier grade Linux offers major advances
in security, high availability, and cluster-

ing.

CGL requirements

_ The requirement definition document of CGL
Figure 3 presents the scope of the CGL Workversion 2.0 introduced new and enhanced fea-

tures to support Linux as a carrier grade plat-

form. The CGL requirement definition divides

» Carrier Grade Linux: Various require- the requirements in main categories described

ments such as availability and scalability briefly below:
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8.1 Clustering

8.4 Platform

These requirements support the use of multiOSDL CGL specifies requirements that sup-
ple carrier server systems to provide higher levport interactions with the hardware platforms
els of service availability through redundant re-making up carrier server systems. Platform ca-
sources and recovery capabilities, and to propabilities are not tied to a particular vendor’s
vide a horizontally scaled environment sup-implementation. Examples of the platform re-

porting increased throughput.

8.2 Security

The security requirements are aimed at main-
taining a certain level of security while not en-
dangering the goals of high availability, perfor-
mance, and scalability. The requirements sup-
port the use of additional security mechanisms
to protect the systems against attacks from both
the Internet and intranets, and provide special
mechanisms at kernel level to be used by tele-
com applications.

8.3 Standards

CGL specifies standards that are required for
compliance for carrier grade server systems.
Examples of these standards include:

* Linux Standard Base

* POSIX Timer Interface

* POSIX Signal Interface

* Diskless systems:

quirements include:

Hot insert: supports hot-swap insertion of
hardware components

Hot remove: supports hot-swap removal
of hardware components

Remote boot support: supports remote
booting functionality

Boot cycle detection: supports detecting
reboot cycles due to recurring failures.
If the system experiences a problem that
causes it to reboot repeatedly, the system
will go offline. This is to prevent addi-
tional difficulties from occurring as a re-
sult of the repeated reboots

Provide support for
diskless systems loading their ker-
nel/application over the network

Support remote booting across common
LAN and WAN communication media

8.5 Availability

» POSIX Message Queue Interface

The availability requirements support height-

* POSIX Semaphore Interface

* |IPv6 RFCs compliance
 |IPsecv6 RFCs compliance
* MIPv6 RFCs compliance

* SNMP support

* POSIX threads

ened availability of carrier server systems, such
as improving the robustness of software com-
ponents or by supporting recovery from failure
of hardware or software. Examples of these re-
guirements include:

* RAID 1: support for RAID 1 offers mir-
roring to provide duplicate sets of all data
on separate hard disks
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» Watchdog timer interface: support for 8.7 Performance
watchdog timers to perform certain speci-

fied operations when timeouts occur OSDL CGL specifies the requirements that

support performance levels necessary for the
environments expected to be encountered by
carrier server systems. Examples of these re-
quirements include:

» Support for Disk and volume manage-
ment: to allow grouping of disks into vol-
umes

» Ethernet link aggregation and link
failover: support bonding of multiple NIC ~ « Support for application (pre) loading.
for bandwidth aggregation and provide
automatic failover of IP addresses from « Support for soft real time performance

one interface to another through configuring the scheduler to pro-
vide soft real time support with latency of
» Support for application heartbeat moni- 10 ms.
tor: monitor applications availability and
functionality. » Support Kernel preemption.

 Raid O support: RAID Level 0 pro-
vides "disk striping" support to enhance

_ . _ _ performance for request-rate-intensive or
The serviceability requirements support servic-  transfer-rate-intensive environments
ing and managing hardware and software on

carrier server systems. These are wide-ranging N
set requirements, put together, help support th8.8  Scalability
availability of applications and the operating

system. Examples of these requirements inThese requirements support vertical and hori-
clude: zontal scaling of carrier server systems such as
the addition of hardware resources to result in
acceptable increases in capacity.

8.6 Serviceability

e Support for producing and storing kernel
dumps
8.9 Tools
» Support for dynamic debug to allow dy-
namically the insertion of software instru- The tools requirements provide capabilities to
mentation into a running system in the facilitate diagnosis. Examples of these require-
kernel or applications ments include:

e Support for platform signal handler en-
abling infrastructures to allow interrupts ~ * Support the usage of a kernel debugger.

generated by hardware errors to be logged _
using the event logging mechanism * Support for Kernel dump analysis.

« Support for remote access to event log in- * Support for debugging multi-threaded
formation programs
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9 CGL3.0 some cases, bringing some projects into matu-
rity levels takes a considerable amount of time

The work on the next version of the ospL Pefore being able to request its integration into

CGL requirements, version 3.0, started in janthe Linux kernel. Nevertheless, some of the en-
uary 2004 with fo’cus on advénced require_hancements are targeted for inclusion in kernel

ment areas such as manageability, serviceabilersion 2.7. Other enhancements will follow in

ity, tools, security, standards, performance,later kernel releases. Meanwhile, all enhance-

hardware, clustering and availability. With the MENts, in the form of packages, kernel modules
success of CGL's first two requirement docu-and patches, are available from their respective

ments, OSDL CGL working group anticipates project web sites. The CGL 2.0 requirements

that their third version will be quite beneficial are |_n-I|ne with the Llnux_ deve_lopment com-
to the Carrier Grade ecosystem. Official re-Munity. The purpose of this projectis to form a
lease of the CGL requirement document Ver-Catalyst to capture common requirements from
sion 3.0 is expected in October 2004. end-users for a CGL distribution. With a com-
mon set of requirements from the major Net-
work Equipment Providers, developers can be
10 CGL implementations much more productive and efficient within de-

velopment projects. Many individuals within

There are several enhancements to the Linuf1® CGL initiative are also active participants
Kernel that are required by the communication@"d contributors in the Open Source develop-

industry, to help adopt Linux on their carrier MeNt community.

grade platforms, and support telecom applica-

E'r?”?- “Th‘?se e“?anc‘?me”ts '(IFlbgll'Jtre 4) fa”,'t”toll Examples of needed features in
e following categories availability, security, :

serviceability, performance, scalability, relia- the Linux Kernel

bility, standards, and clustering.
In this section, we provide some examples

e of missing features and mechanisms from the
| seanagemmsee || 25 || inux kernel that are necessary in a telecom
environment.

Standarcds

Persistent
[POSIH, LSE, ETF]

Device Naming

Linux Kernel
with Carrier Grade 11.1 Transparent Inter-Process and Inter-
Enhancements Processor Communication Protocol for
Linux Clusters
Memeony : o Clustering
Perf s ability , L )
sromtnce | | apsgamare | |Serecesiy | | Gt | Today’s telecommunication environments are

increasingly adopting clustered servers to gain
Figure 4: CGL enhancements areas benefits in performance, availability, and scal-
ability. The resulting benefits of a cluster

are greater or more cost-efficient than what a

The implementations providing theses ensingle server can provide. Furthermore, the
hancements are Open Source projects aniklecommunications industry interest in clus-
planned for integration with the Linux ker- tering originates from the fact that clusters

nel when the implementations are mature, an@ddress carrier grade characteristics such as
ready for merging with the kernel code. In guaranteed service availability, reliability and
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scaled performance, using cost-effective hardForCES (Forwarding and Control Element
ware and software. Without being absoluteWG) [11] working group within IETF has
about these requirements, they can be dividedgreed that their router internal protocol (the
in these three categories: short failure detectiofrorCES protocol) must be possible to carry
and failure recovery, guaranteed availability ofover different types of transport protocols.
service, and short response times. The mosthere is consensus on that TCP is the pro-
widely adopted clustering technique is use oftocol to be used when ForCES messages are
multiple interconnected loosely coupled nodedransported over the Internet, while TIPC is
to create a single highly available system. the protocol to be used in closed environments
o _ _ (LANSs), where special characteristics such as
One missing feature from the Linux kernel in high performance and multicast support is de-

this area is a reliable, efficient, and transpargjrgple. Other protocols may also be added as
ent inter-process and inter-processor Commuc')ptions.

nication protocol. Transparent Inter Process

Communication (TIPC) [6] is a suitable Open TIPC is a contribution from Ericsson [5] to
Source implementation that fills this gap andthe Open Source community. TIPC was an-
provides an efficient cluster communicationnounced on LKML on June 28, 2004; it is li-
protocol. This leverages the particular condi-censed under a dual GPL and BSD license.
tions present within loosely coupled clusters.

It runs on Linux and is provided as a portable

source code package implementing a loadablél-2 IPv4, IPv6, MIPv6 forwarding tables fast
kernel module access and compact memory with multi-

ple FIB support
TIPC is unigue because there seems to be no

other protocol providing a comparable com-
bination of versatility and performance. It Routers are core elements of modern telecom

includes some original innovations such ag'€Works. They propagate and direct billion
the functional addressing, the topology subf data packets from their source to their des-
scription services, and the reactive conneclination using air transport devices or through
tion concept. Other important TIPC fea- high-speed links. They must operate as fast as

tures include full location transparency, sup-tN€ medium in order to deliver the best qual-
port for lightweight connections, reliable mul- 1Y Of service and have a negligible effect on

ticast, signaling link protocol, topology sub- communications. To give some figures, it is
scription services and more. common for routers to manage between 10.000

to 500.000 routes. In these situations, good
TIPC should be regarded as a useful toolboyerformance is achievable by handling around
for anyone wanting to develop or use Carrier2000 routes/sec. The actual implementation of
Grade or Highly Available Linux clusters. It the IP stack in Linux works fine for home or
provides the necessary infrastructure for clussmall business routers. However, with the high
ter, network and software management funcexpectation of telecom operators and the new
tionality, as well as a good support for de-capabilities of telecom hardware, it appears as
signing site-independent, scalable, distributedbarely possible to use Linux as an efficient
high-availability and high-performance appli- forwarding and routing element of a high-end
cations. router for large network (core/border/access

_ _ _ router) or a high-end server with routing capa-
It is also worthwhile to mention that the pjjities.
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One problem with the networking stack in chronized most of the time (path MTU, just
Linux is the lack of support for multiple to name one). The route cache flush is exe-
forward-ing information bases (multi-FIB) wit cuted regularly; therefore, any updates on the
h overlapping interface’s IP address, and theache are lost. For example, if you have a rout-
lack of appropriate interfaces for addressingng cache flush, you have to rebuild every route
FIB. Another problem with the curren t imple- that you are currently talking to, by going for
mentation is the limited scalability of the rout- every route in the hash/try table and rebuilding
ing table. the information. First, you have to lookup in

_ _ _the routing cache, and if you have a miss, then
The solution to _these problems is to prowdeyou need to go in the hash/try table. This pro-
support for multi-FIB with overlapping IP ad- cags is very slow and not predictable since the
dress. As such, we can have on differe Ny ash/iry table is implemented wi th linked list
VLAN or different physical interfaces, inde- 4nq there is high potential for collisions when a

pendent network in the same Linux box. For|grge number of routes are present. This design
example, we can have two HTTP servers servig gjitable fo r a home PC with a few routes, but

ing two different networks with potentially the ; is not scalable for a large server.

same |IP address. One HTTP server will serve

the network/FIB 10, and the othe r HTTP To support the various routing requirements
server will serves the network/FIB 20. The ad-of server nodes operating in high perfor-
vantage gained is to have one Linux box servimance and mission critical envrionments,
ing two different customers usi ng the same IPLinux should support the following:

address. ISPs adopt this approach by provid-
ing services for multiple customers sharing the
same server (server pa rtitioning), instead of
using a server per customer.

» Implementation of multi-FIB using tree
(radix, patricia, etc.): It is very impor-
tant to have predictable performance inin-

The way to achieve this is to have an ID (an sert/delete/lookup from 10.000 to 500.000

identifier that identifies the customer or user of ~ routes. In addition, it is favourable to have

the service) to completely separ ate the rout-  the same data structure for both IPv4 and
ing table in memory. Two approaches exist: IPv6.

the first is to have a separate routing tables,

each routing table is looked up by their ID and

within tha t table the lookup is done one the
prefix. The second approach is to have one ta-
ble, and the lookup is done on the combined

key = prefix + ID.

» Socket and ioctl interfaces for addressing
multi-FIB.

* Multi-FIB support for neighbors (arp).

_ _ _ Providing these implementations in Linux will
A different kind of problem arises when we are aifect a large part of net/core, netfipv4 and

not able to predict access time, with the Chain'net/ipv6; these subsystems (mostly network
ing in the hash table of the routi ng cache (andayer) will need to be re-written. Other areas
FIB). This problem is of particular inter-est in \yil| have minimal impact at the source code
an environment that requires predictable Pe€tevel, mostly at the transport layer (socket,

formance. TCP, UDP, RAW, NAT, IPIP, IGMP, etc.).

Another aspect of the problem is that the routéas for the availability of an Open Source
cache and the routing table are not kept synpgject that can provide these functionalities,
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there exists a project called "Linux Virtual else other than yourself can modify that binary
Routing and Forwarding" [12]. This project without being detected. (2) Nobody can run a
aims to implement a flexible and scalablebinary which is not signed or badly signed.

mechanism for providing multiple routing in- o _
stances within the Linux kernel. The projectThere has already been several initiatives in

has some potential in providing the needednis domain, such as Tripwire [14], BSign [15],
functionalities, however no progress has beefr’yPtomark [16], but we believe the DigSig

made since 2002 and the project seems to parojectis the first to be both easily accessible to
inactive. all (available on SourceForge, under the GPL

license) and to operate at kernel level on run
time. The run time is very important for Car-
rier Grade Linux as this takes into account the
high availability aspects of the system.

11.3 Run-time Authenticity Verification for Bi-
naries

Linux has generally been considered immune' € DigSig approach has been using exist-
to the spread of viruses, backdoors and TrolNd solutions like GnuPG [17] and BSign (a
jan programs on the Internet. However, withDebian package)_rather than reinventing the
the increasing popularity of Linux as a desk-Wheel. However, in order to reduce the over-
top platform, the risk of seeing viruses or Tro-nead in the kernel, the DigSig project only took
jans developed for this platform are rapidly th€ minimum code necessary from GnuPG.
growing. To alleviate this problem, the SyS_Th|s helped much to reduce the amount of code
tem should prevent on run time the execyJmported to the kernel in source code of the
tion of un-trusted software. One solution is©riginal (only 1/10 of the original GnuPG 1.2.2
to digitally sign the trusted binaries and haveSOurce code has been imported to the kernel
the system check the digital signature of bina/module).

ries before running them. Therefore, untrUStquigSig is a contribution from Ericsson [5] to
(not signed) binaries are denied the executio e Open Source community. It was released

This can improv_e the security Of. t_he Sys.temunder the GPL license and it is available from
by avoiding a wide range of malicious bina- 8]
ries like viruses, worms, Trojan programs and
backdoors from running on the system. DigSig has been announced on LKML [18] but

o . ) it not yet integrated in the Linux Kernel.
DigSig [13] is a Linux kernel module that y g

checks the signature of a binary before runningll 4 Efficient Low-Level Asvnchronous Event
it. It inserts digital signatures inside the ELF =™ Mechanism y

binary and verifies this signature before load-

ing the binary. Itis based on the Linux Security ) . .
Module hooks (LSM has been integrated withCarrier grade systems must provide a 5-nines

the Linux kernel since 2.5.X and higher). ~ availability, a maximum of five minutes per
year of downtime, which includes hardware,

Typically, in this approach, vendors do not signoperating system, software upgrade and main-
binaries; the control of the system remains withtenance. Operating systems for such systems
the local administrator. The responsible admust ensure that they can deliver a high re-
ministrator is to sign all binaries they trust with sponse rate with minimum downtime. In ad-
their private key. Therefore, DigSig guaranteedition, carrier-grade systems must take into
two things: (1) if you signed a binary, nobody account such characteristics such as scalabil-
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ity, high availability and performance. In car- ity of the various kernel features and mecha-
rier grade systems, thousands of requests mustsms needed for telecom platforms and inte-
be handled concurrently without affecting thegrating these features in the Linux kernel.
overall system’s performance, even under ex-
tremely high loads. Subscribers can expec
some latency time when issuing a request, bu
they are not willing to accept an unbounded
response time. Such transactions are not hafll PCl Industrial Computer Manufacturers
dled instantaneously for many reasons, and it ~ Group, _

can take some milliseconds or seconds to re-  http://www.picmg.org

ply. Waiting for an answer reduces applica-
tions abilities to handle other transactions.

eferences

[2] Open Source Development Labs,
http://www.osdl.org

Many different solutions have been envisaged
to improve Linux’s capabilities in this area us- 3]
ing different types of software organization,
such as multithreaded architectures, impIeI4]
menting efficient POSIX interfaces, or improv-
ing the scalability of existing kernel routines.
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kernel. AEM implements a native support
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to Linux in areas of scalability and soft real-
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Abstract 1 Development Efforts

Securing file resources under Linux is a teamThis paper is motivated by an effort on the part
effort. No one library, application, or kernel of the IBM Linux Technology Center to en-
feature can stand alone in providing robust sehance Linux filesystem security through bet-
curity. Current Linux access control mecha-ter integration of encryption technology. The
nisms work in concert to provide a certain levelauthor of this paper is working together with
of security, but they depend upon the integritythe external community and several members
of the machine itself to protect that data. Onceof the LTC in the design and development of
the data leaves that machine, or if the machin& transparent cryptographic filesystem layer in
itself is physically compromised, those accesghe Linux kernel. The “we” in this paper refers
control mechanisms can no longer protect théo immediate members of the author’s devel-
data in the filesystem. At that point, data pri-opment team who are working together on this
vacy must be enforced via encryption. project, although many others outside that de-

_ . ' velopment team have thus far had a significant
As Linux makes inroads in the desktop marketyart in this development effort.

the need for transparent and effective data en-

cryption increases. To be practically deploy- . .

able, the encryption/decryption process musg 1 he Filesystem Security

be secure, unobtrusive, consistent, flexible, re-

liable, and efficient. Most encryption mecha-2.1 Threat Model

nisms that run under Linux today fail in one

or more of these categories. In this paper, w&€omputer users tend to be overly concerned
discuss solutions to many of these issues viabout protecting their credit card numbers from

the integration of encryption into the Linux being sniffed as they are transmitted over the
filesystem. This will provide access control en-Internet. At the same time, many do not think

forcement on data that is not necessarily untwice when sending equally sensitive informa-

der the control of the operating environment.tion in the clear via an email message. A

We also explore how stackable filesystems, Exthief who steals a removable device, laptop, or
tended Attributes, PAM, GnuPG web-of-trust, server can also read the confidential files on
supporting libraries, and applications (such aghose devices if they are left unprotected. Nev-

GNOME/KDE) can all be orchestrated to pro- ertheless, far too many users neglect to take the
vide robust encryption-based access contrahecessary steps to protect their files from such
over filesystem content. an event. Your liability limit for unauthorized
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charges to your credit card is $50 (and mostnessage. This effectively addresses a signifi-
credit card companies waive that liability for cant file in-transit confidentiality problem. If

victims of fraud); on the other hand, confiden-the local replicated mailbox database is also
tiality cannot be restored once lost. encrypted, then it also addresses confidential-

ity on the local storage device, but the protec-
Today, we see countless examples of neglegjyy, js |ost once the data leaves the domain of

to use encryption to protect the integrity andygtes (for example, if an attached file is saved
the confidentiality of sensitive data. Thoset0 disk). The process must be seamlessly in-

who are trusted with sensitive Information rou-eqrated intcall relevant aspects of the user's
tinely send that information as unencryptedoper(,juing environment.

email attachments. They also store that infor-
mation in clear text on disks, USB keychainIn Section 4, we discuss filesystem security
drives, backup tapes, and other removable man general under Linux, with an emphasis
dia. GnuPG[7] and OpenSSL[8] provide all theon confidentiality and integrity enforcement
encryption tools necessary to protect this inforvia cryptographic technologies. In Section
mation, but these tools are not used nearly a6, we propose a mechanism to integrate en-
often as they ought to be. cryption of files at the filesystem level, in-

) ) _ cluding integration of GnuPG[7] web-of-trust,
If requw_ed to go through_tedlous encryption Or PAM[10], a stackable filesystem model[2], Ex-
decryption steps every time they need to workenqged Attributes[6], and libraries and applica-

with a file or share it, people will select inse- jons in order to make the entire process as
cure passwords, transmit passwords in an INS§ansparent as possible to the end user.
cure manner, fail to consider or use public key

encryption options, or simply stop encrypting

their files altogether. If security is overly ob- 3 A Team Effort

structive, people will remove it, work around

it, or misuse it (thus rendering it less effective).

As Linux gains adoption in the desktop market,Filesystem security encompasses more than

we need integrated file integrity and confiden-just the filesystem itself. It is a team effort,

tiality that is seamless, transparent, easy to us@volving the kernel, the shells, the login pro-

and effective. cesses, the filesystems, the applications, the ad-
ministrators, and the users. When we speak of

2.2 Integration of File Encryption into the “f”esys_tem_ SeCl_Jrity’” we refer to the security

Filesystem of the files in a filesystem, no matter what ends

up providing that security.

Several solutions exist that solve separaté&or any filesystem security problem that ex-
pieces of the problem. In one example high-ists, there are usually several different ways of
lighting transparency, employees within an or-solving it. Solutions that involve modifications

ganization that uses IBM™ Lotus Notes™ [9] in the kernel tend to introduce less overhead.
for its email will not even notice the complex This is due to the fact that context switches and
PKI or the encryption process that is integrateccopying of data between kernel and user mem-
into the product. Encryption and decryptionory is reduced. However, changes in the ker-
of sensitive email messages is seamless to theel may reduce the efficiency of the kernel's
end user; it involves checking an “Encrypt” VFS while making it both harder to maintain

box, specifying a recipient, and sending theand more bug-prone. As notable exceptions,
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Erez Zadok’s stackable filesystem frameworkthat performs an administrative task is altered
FiST[3], and Loop-aes, require no change tan an unauthorized fashion, the script may per-
the current Linux kernel VFS. Solutions that form actions that violate the system’s security
exist entirely in userspace do not complicatepolicies. For example, many rootkits modify
the kernel, but they tend to have more overheadystem startup and shutdown scripts to facili-
and may be limited in the functionality they are tate the attacker’s attempts to record the user’s
able to provide, as they are limited by the inter-keystrokes, sniff network traffic, or otherwise
face to the kernel from userspace. Since theynfiltrate the system.

are in userspace, they are also more prone to
attack. More often than not, the value of the data

stored in files is greater than that of the ma-
chine that hosts the files. For example, if an
4 Aspects of Filesystem Security  attacker manages to insert false data into a fi-
nancial report, the alteration to the report may
Computer security can be decomposed int@© unnoticed until substantial damage has been
several areas: done; jobs could be at stake and in more ex-
treme cases even criminal charges against the
user could result . If trojan code sneaks into the
* Identifying who you are and having the soyrce repository for a major project, the pub-

machine recognize that identificaticalt  |ic release of that project may contain a back-
thenticatior). door?

« Determining whether or not you should be \jany security professionals foresee a night-
granted access to a resource such as a segare scenario wherein a widely propagated In-
sitive file (authorizatior). This is often  ternet worm quietly alters the contents of word
based on the permissions associated withrocessing and spreadsheet documents. With-
the resource by its owner or an adminis-gut any sort of integrity mechanism in place
trator (access contrgl in the vast majority of the desktop machines

in the world, nobody would know if any data

that traversed vulnerable machines could be
trusted. This threat could be very effectively
addressed with a combination of a kernel-level
mandatory access control (MAC)[11] protec-

« Performing checksums, keyed hashestion profile and a filesystem that provides in-
and/or signing of your data to make unau-tegrity and auditing capabilities. Such a com-
thorized modifications of your data de- bination would be resistant to damage done by
tectable integrity). a root compromise, especially if aided by a

Trusted Platform Module (TPM)[13] using at-
testation.

» Transforming your data into an encrypted
format in order to make it prohibitively
costly for unauthorized users to decrypt
and view ¢onfidentiality.

4.1 Filesystem Integrity

When people consider filesystem security, they ‘A high-profile example of an attempt to do this oc-
traditionally think about access control (file curred with the Linux kernel last year. Fortunately, the

.. d fidentialit fi source code management process used by the kernel de-
permissions) and confidentiality (encryp Ion)'velopers allowed them to catch the attempted insertion

File integrity, however, can be just as impor- of the trojan code before it made it into the actual ker-
tant as confidentiality, if not more so. If a script nel.



272 » Linux Symposium 2004 * Volume One

One can approach filesystem integrity fromimplement custom filesystem-agnostic security
two angles. The first is to have strong au-models. Authentication and authorization are
thentication and authorization mechanisms irpretty well covered with a combination of ex-
place that employ sufficiently flexible policy isting filesystem, kernel, and user-space solu-
languages. The second is to have an auditingons that are part of most GNU/Linux distribu-
mechanism, to detect unauthorized attempts dtons. Many distributions could, however, do a
modifying the contents of a filesystem. better job of aiding both the administrator and
the user in understanding and using all the tools
that they have available to them.

4.1.1  Authentication and Authorization Policies that safeguard sensitive data should in-

clude timeouts, whereby the user must period-
The filesystem must contain support for theically re-authenticate in order to continue to
kernel's security structure, which requiresaccess the data. In the event that the autho-
stateful security attributes on each file. Mostrized users neglect to lock down the machine
GNU/Linux applications today use PAM[10] before leaving work for the day, timeouts help
(see Section 4.1.2 below) for authenticationto keep the custodial staff from accessing the
and process credentials to represent their awtata when they come in at night to clean the
thorization; policy language is limited to office. As usual, this must be implemented in
what can be expressed using the file ownesuch a way as to be unobtrusive to the user. If a
and group, along with the owner/group/world user finds a security mechanism overly impos-
read/write/execute attributes of the file. Theing or inconvenient, he will usually disable or
administrator and the current owner have theircumvent it.
authority to set the owner of the file or the
read/write/execute policies for that file. In
many filesystems, files may also contain addi4.1.2 PAM
tional security flags, such as an immutable or

append-only flag. Pluggable Authentication Modules (PAM)[10]

Posix Access Control Lists (ACL's)[6] provide implement authentication-related security poli-

for more stringent delegations of access author‘-:;sc': Pf‘zM offelr_s d!scretlonarg ?cceSISDXI(\J/In_troI
ity on a per-file basis. In an ACL, individ- ( J[12]; applications must defer to n

ual read/write/execute permissions can be asqrder to authenticate a user. If the authenticat-
signed to the owner, the owning group, indi-"9 PAM function that is called returns an af-

vidual users, or groups. Masks can also be apf_lrmatlve answer, then the application can use

plied that indicate the maximum effective Ioer_that response to authorize the action, and vice
missions for a class versa. The exact mechanism that the PAM

function uses to evaluate the authentication is
For those who require even more flexible ac-dependent on the module calléd.

cess control, SE Linux[15] uses a powerfulI h ¢ il . q
policy language that can express a wide va." the case of lilesystem security and encryp-

riety of access control policies for files andt'onapkA'VI can b]?lemployed to Obtt'?“n almd for-
filesystem operations. In fact, Linux SecurityWar eys to a |_esystem encryption fayer in
Module (LSM)[14] hooks (see Section 4.1.3 kernel space. This would allow seamless inte-
below) exist for most of the security-relevant  2this is parameterizable in the configuration files
filesystem operations, which makes it easier tdound underetc/pam.d/
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gration with any key retrieval mechanism thatTripwire will report it. This approach can work
can be coded as a Pluggable Authenticatiofiairly well in cases where the files are not ex-
Module. pected to change very often, as is the case with
most system scripts, shared libraries, executa-
bles, or configuration files. However, care must
4.1.3 LSM be taken to assure that the attacker cannot also
modify Tripwire’s database when he modifies

Linux Security Modules (LSM) can provide @ system file; the integrity of the IDS system
customized security models. One possible us#self must also be assured.

of LSM is to allow decryption of certain files In cases where a file changes often, such as

only when a physical device is connected to thea database file or a spreadsheet file in an ac-
machine. This could be, for example, a USB P

keychain device, a Smartcard, or an RFID de:['Ve .prOJect.,. we see a need for a more dy-
amic auditing solution - one which is per-

) . n
vice. Some devices of these classes can also ?\e

used to house the encryption keys (retrievabl? aps more closely integrated W'.th the filesys-
; : ) em itself. In many cases, the simple fact that
via PAM, as previously discussed).

the file has changed does not imply a secu-
rity violation. We must also know who made
41.4 Auditing the change. More robust security require-
ments also demand that we know what parts

_ ] o of the file were changed and when the changes

The second angle to filesystem integrity is auyyere made. One could even imagine scenarios

diting. Auditing should only fill in where au- \yhere the context of the change must also be
thentication and authorization mechanisms fall, o into consideration (i.e., who was logged
short. In a utopian world, where security Sys-j, \hich processes were running, or what net-

tems are perfect and trusted people always aglq . activity was taking place at the time the
trustworthily, auditing does not have much Ofchange was made).

a use. In reality, code that implements security

has defects and vulnerabilities. Passwords caRile integrity, particularly in the area of au-
be compromised, and authorized people caditing, is perhaps the security aspect of Linux
act in an untrustworthy manner. Auditing canfilesystems that could use the most improve-
involve keeping a log of all changes made toment. Most efforts in secure filesystem devel-
the attributes of the file or to the file data itself. opment have focused on confidentiality more
It can also involve taking snapshots of the atso than integrity, and integrity has been reg-
tributes and/or contents of the file and comparulated to the domain of userland utilities that
ing the current state of the file with what wasmust periodically scan the entire filesystem.
recorded in a prior snapshot. Sometimes, just knowing that a file has been

_ ) changed is insufficient. Administrators would

Intrusion detection systems (IDS), such asjke 1o know exactly how the attacker made

Tripwire[16], AIDE[17], or Samhain[18], per- q changes and under what circumstances they
form auditing functions. As an example, Trip- were made.

wire periodically scans the contents of the
filesystem, checking file attributes, such as the&Cryptographic hashes are often used. These
size, the modification time, and the crypto-can detect unauthorized circumvention of the
graphic hash of each file. If any attributes forfilesystem itself, as long as the attacker forgets
the files being checked are found to be altered,
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(or is unable) to update the hashes when malarge file would only require the keyed hash
ing unauthorized changes to the files. Som&o be re-generated over the extent in which the
auditing solutions, such as the Linux Audit- change occurs. A keyed hash over the sequen-
ing System (LAuS)that is part of SUSE Linux tial set of the extent hashes would also keep an
Enterprise Server, can track system calls thaattacker from swapping around extents unde-
affect the filesystem. Another recent additiontected.

to the 2.6 Linux kernel is the Light-weight

Auditing Framework written by Rik Faith[28]. 45 File Confidentiality

These are implemented independently of the

filesystem itself, and the level of detail in the _ o _
records is largely limited to the system call pa-Confidentiality means that only authorized

rameters and return codes. It is advisable thafSers can read the contents of a file. Sometimes
you keep your log files on a separate machinéhe names of the files themselves or a directory

than the one being audited, since the at,[‘,chkétructure can be sensitive. In other cases, the

could modify the audit logs themselves onceSiZes of the files or the modification times can

he has compromised the machine's security. betray more information than one m_|g_ht want
to be known. Even the security policies pro-

tecting the files can reveal sensitive informa-
tion. For example, “Only employees of Novell
and SuSE can read this file” would imply that

_ ide f . _Novell and SuUSE are collaborating on some-
Extended Attributes provide for a convenlentthing’ and neither of them may want this fact

way to attach metadata relating to a file to thg o public knowledge as of yet. Many inter-

file itself. On the premise that possession Ofesting protocols have been developed that can

a secret equates to authentication, every timg g aqq these sorts of issues; some of them are
an authenticated subject makes an authorizeg

_ _ 3 asier to implement than others.

write to a file, a hash over the concatenation of

that secret to the file contents (keyed hashingWhen approaching the guestion of confiden-
HMAC is one popular standard) can be writ-tiality, we assume that the block device that

ten as an Extended Attribute on that file. Sincecontains the file is vulnerable to physical com-

this action would be performed on the filesys-promise. For example, a laptop that contains
tem level, the user would not have to consciensensitive material might be lost, or a database
tiously re-run userspace tools to perform suclserver might be stolen in a burglary. In either

an operation every time he wants to generatevent, the data on the hard drive must not be
an integrity verifier on the file. readable by an unauthorized individual. If any

his i ) i ; individual must be authenticated before he is
This is an expensive operation to perform overy, o 1 aecess to the data, then the data is pro-

Iarge files, anq SO it WOUId_ be a good idea tOacted against unauthorized access.
define extent sizes over which keyed hashes are

formed, with the Extended Attributes including Surprisingly, many users surrender their own
extent descriptors along with the keyed hasheslata’s confidentiality (and more often than not
That way, a small change in the middle of athey do so unwittingly). It has been my per-
- . . sonal observation that most people do not fully
3Note that LAuUS is being covered in more detail in derstand the lack of fidentialitv afforded
the 2004 Ottawa Linux Symposium by Doc Shankar,un .ers an € lack ot conl .en lality altorae
Emily Ratliff, and Olaf Kirch as part of their presenta- their data when they send it over the Inter-
tion regarding CAPP/EAL3+ Certification. net. To compound this problem, comprehend-

4.1.5 Improvements on Integrity
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ing and even using most encryption tools takegl.2.2 Key Management
considerable time and effort on the part of most

users. If sensitive files could ncrypted by Key management will make or break a cryp-
default only to be decrypted by those aUthO'tographic filesystem.[5] If the key can be eas-

rlze?1 at the time m:jaccess, ';Ihe; the userdwoulqy compromised, then even the strongest ci-
hot have to expend so much efiort towar PrOpher will provide weak protection. If your

tecting the data’s confidentiality. key is accessible in an unencrypted file or in

By putting the encryption at the filesystem &0 Unprotected region of memory, or if it is
layer, this model becomes possible without any?Ver transmitted over the network in the clear,
modifications to the applications or libraries.& r0gué user can capture that key and use
A policy at that layer can dictate that certain't 1ater. Most passwords have poor entropy,
processes, such as the mail client, are to re¥hich means that an attacker can have pretty
ceive the encrypted version any files that aréd00d success with a brute force attack against
read from disk. the password. Thus the weakest link in the
chain for password-based encryption is usu-
ally the password itself. The Cryptographic
Filesystem (CFS)[22] mandates that the user
choose a password with a length of at least 16

4.2.1 Encryption characters.

Ideally, the key would be kept in password-

File confidentiality is most commonly accom- €ncrypted form on a removable device (like a
plished through encryption. For performanceUSB keychain drive) that is stored separately

reasons, secure filesystems use symmetric ka{Pm the files that the key is used to encrypt.
cryptography, like AES or Triple-DES, al- hat way, an attacker would have to both com-

though an asymmetric public/private keypairpromise the password and gain physical access
may be used to encrypt the symmetric key inf© the removable device before he could de-
some key management schemes. This hybri@fyPt your files.

g%pl:r)oach 'S I commonluse through SSL anq:ilesystem encryption is one of the most ex-
encryption protocols. citing applications for the Trusted Computing

One of our proposals to extend Cryptfs is toPlatform. Given that f[he at_tacker has physi-
mirror the techniques used in GnuPG encryp£al access to a machine with a Trusted Plat-
tion. If the symmetric key that protects the con-form Module, it is significantly more difficult
tents of a file is encrypted with the public key [0 compromise the key. By using secret sharing
of the intended recipient of the file and stored(0therwise known akey splitting[4], the ac-

as an Extended Attribute of the file, then thatiual key used_ to decrypt a file on the filesystem
file can be transmitted in multiple ways (e.g.,¢an be contained as both the user's key and the
physical device such as removable storage); d8achine’s key (as contained in the TPM). In
long as the Extended Attributes of the file arePrder to decrypt the files, an attacker must not
preserved across filesystem transfers, then the : _
recipient with the corresponding private key The subject of secure password selection, al-

. . . though an important one, is beyond the scope of this
has all the information that his Cryptfs layer article. Recommended reading on this subject is at

needs to transparently decrypt the contents ofitp:/mww.alw.nih.gov/Security/Docs/
the file. passwd.html
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only compromise the user key, but he must alsehained blocks, it is feasible to decrypt and re-
have access to the machine on which the TPMncrypt the smaller segments. For example, if
chip is installed. This “binds” the encrypted the block size for a cipher is 64 bits (8 bytes)
files to the machine. This is especially usefuland the block size, which is (we assume) the
for protecting files on removable backup me-minimum unit of data that the block device
dia. driver can transfer at a time (512 bytes) then
one could limit the number of blocks in any ex-
tent to 64 blocks. Depending on the plaintext
4.2.3 Cryptanalysis (and other factors), this may be too few to ef-
fectively counter cryptanalysis, and so the ex-

All block ciphers and most stream ciphers are,tent size could be set to a small multiple of the
to various degrees, vulnerable to successfubage size without severely impacting overall
cryptanalysis. If a cipher is used improperly, Performance. The optimal extent size largely
then it may become even easier to discover théepends on the access patterns and data pat-
plaintext and/or the key. For example, with terns for the file in question; we plan on bench-
certain ciphers operating in certain modes, arfinarking against varying extent lengths under
attacker could discover information that aidsvarying access patterns.

in cryptanalysis by getting the filesystem to

re-encrypt an already encrypted block of data.

Other times, a cryptanalyst can deduce infor4.2.5 Key Escrow

mation about the type of data in the encrypted

file when that data has predictable segments of,o proverbial question, “What if the sysad-
data, like a common header or footer (thus aly; gets hit by a bus?” is one that no organi-

lowing for a known-plaintext attack). zation should ever stop asking. In fact, some-
times no one person should alone have inde-
pendent access to the sensitive data; multiple
passwords may be required before the data is
decrypted. Shareholders should demand that
A block encryption mode that is resistant tong single person in the company have full ac-
cryptanalysis can involve dependencies amongess to certain valuable data, in order to miti-
chains of bytes or blocks of data. Cipher-gate the damage to the company that could be
block-chaining (CBC) mode, for example, pro- done by a single corrupt administrator or exec-
vides adequate encryption in many circum-ytive. Methods for secret sharing can be em-
stances. In CBC mode, a change to one blockloyed to assure that multiple keys be required
of data will require that all subsequent blockstor file access, and (m,n)-threshold schemes [4]
of data be re-encrypted. One can see how thigan ensure that the data is retrievable, even if a
would impact performance for large files, as acertain number of the keys are lost. Secret shar-
modification to data near the beginning of thEing would be easily implementable as part of

file would require that all subsequent blocks begny of the existing cryptographic filesystems.
read, decrypted, re-encrypted, and written out

again.

4.2.4 Cipher Modes

4.3 File Resilience

This particular inefficiency can be effectively
addressed by defining chaining extents. ByThe loss of a file can be just as devastating
limiting regions of the file that encompassas the compromise of a file. There are many
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well-established solutions to performing back- vices or entire directories.

ups of your filesystem, but some cryptographic

filesystems preclude the ability to efficiently ¢ Backup Utilities: Incremental backup
and/or securely use them. Backup tapes tend tools can correctly operate without having
to be easier to steal than secure computer sys- t0 have access to the decrypted content of
tems are, and if unencrypted versions of se-  thefiles itis backing up.

cure files exist on the tapes, that constitutes an

often-overlooked vulnerability. « Performance: In most cases, only cer-

tain files need to be encrypted. System
The Linux 2.6 kernel cryptoloop devite libraries and executables, in general, do
filesystem is an all-or-nothing approach. Most not need to be encrypted. By limiting the
backup utilities must be given free reign on actual encryption and decryption to only
the unencrypted directory listings in order to those files that really need it, system re-
perform incremental backups. Most other sources will not be taxed as much.
encrypted filesystems keep sets of encrypted
files in directories in the underlying filesys- ¢ Transparent Operation: Individual en-
tem, which makes incremental backups possi- ~ crypted files can be easily transfered off of

ble without giving the backup tools access to  the block device without any extra trans-
the unencrypted content of the files. formation, and others with authorization

will be able to decrypt those files. The

The backup utilities must, however, maintain  userspace applications and libraries do not
backups of the metadata in the directories con-  need to be modified and recompiled to

taining the encrypted files in addition to the support this transparency.

files themselves. On the other hand, when the

filesystem takes the approach of storing the

cryptographic metadata as Extended Attribute$ince all the information necessary to decrypt

for each file, then backup utilities need onlya file is contained in the Extended Attributes

worry about copying just the file in question to of the file, it is possible for a user on a ma-

the backup medium (preserving the Extendedhine that is not running Cryptfs to use user-

Attributes, of course). land utilities to access the contents of the file.
This also applies to other security-related op-

4.4 Advantages of FS-Level, EA-Guided En- e€rations, like verifying keyed hashes. This ad-

cryption dresses compatibility issues with machines that

are not running the encrypted filesystem layer.

Most encrypted filesystem solutions either op-
erate on the entire block device or operate ors
entire directories. There are several advantages .
to implementing filesystem encryption at the  Filesystems

filesystem level and storing encryption meta-

data in the Extended Attributes of each file: 5.1 Encrypted Loopback Filesystems

Survey of Linux Encrypted

» Granularity: Keys can be mapped to in-5.1.1 Loop-aes
dividual files, rather than entire block de-

SNote that this is deprecated and is in the process of N€ most well-known method of encrypt-
being replaced with the Device Mapper crypto target. ing a filesystem is to use a loopback en-
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crypted filesysteri. Loop-aes[20] is part 5.1.3 PPDD
of the 2.6 Linux kernel CONFIG_BLK_DEV_

CRYPTOLOQP It performs encryption at the pppp[21] is a block device driver that en-

block device level. With Loop-aes, the admin-¢rynts and decrypts data as it goes to and comes
istrator can choose whatever cipher he wishegom another block device. It works very much
to use with the filesystem. Th@ountpack- jike |oop-aes; in fact, in the 2.4 kernel, it uses
age on most popular GNU/Linux distributions the joopback device, as Loop-aes does. PPDD
contains theosetuputility, which can be used has not been ported to the 2.6 kernel. Loop-aes

to set up the encrypted loopback mount (yougkes the same approach, and Loop-aes ships
can choose whatever cipher that the kernel SURgith the 2.6 kernel itself.

ports; we use blowfish in this example):

52 CFS

root# modprobe cryptoloop
root# modprobe blowfish . .
root# dd if=/deviurandom of=encrypted.img \ The Cryptographic Filesystem (CFS)[22] by

bs=ak- count=1000 Matt Blaze is a well established transparent en-
root# losetup -e blowfish /dev/loopO \ . L. R

encrypted.img crypted filesystem, originally written for BSD
oot mkis.ext3 /deviloop0 platforms. CFS is implemented entirely in
root# mkdir /mnt/unencrypted-view L
root# mount /dev/loop0 /mnt/unencrypted-view userspace and operates S|m|IarIy to NFS. A

userspace daemon, cfsd, acts as a pseudo-NFS
server, and the kernel makes RPC calls to the
The loopback encrypted filesystem falls shortyjaemon. The CES daemon performs trans-
in the fact that it is an all-or-nothing solution. parent encryption and decryption when writ-
It is impossible for most standard backup util-ing and reading data. Just as NFS can export a
ities to perform incremental backups on setgjjrectory from any exportable filesystem, CFS

of encrypted files without being given accesscan do the same, while managing the encryp-
to the unencrypted files. In addition, remotetion on top of that filesystem.

users will need to use IPSec or some other net-
work encryption layer when accessing the files)n the background, CFS stores the metadata
which must be exported from the unencryptednecessary to encrypt and decrypt files with
mount point on the server. Loop-aes is, how-the files being encrypted or decrypted on the
ever, the best performing encrypted filesystentilesystem. If you were to look at those di-
that is freely available and integrated with mostrectories directly, you would see a set of files
GNU/Linux distributions. It is an adequate so-Wwith encrypted values for filenames, and there
lution for many who require little more than would be a handful of metadata files mixed in.
basic encryption of their entire filesystems. ~ When accessed through CFS, those metadata
files are hidden, and the files are transparently
encrypted and decrypted for the user appli-
5.1.2 BestCrypt cations (with the proper credentials) to freely
work with the data.

BestCrypt[23] is a non-free product that uses §yhjle CFS is capable of acting as a remote
loopback approach, similar to Loop-aes. NFS server, this is not recommended for many
®Note that Loop-aes is being deprecated, in favor of €aS0NS, some of which include performance

Device Mapping (DM) Crypt, which also does encryp- 2nd security issues with plaintext passwords
tion at the block device layer. and unencrypted data being transmitted over
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the network. You would be better off, from a tate two levels of mounting, it is faster than an
security perspective (and perhaps also perfoNFS+CFS combination.

mance, depending on the number of clients)

to use a regular NFS server to handle remotnj:l_c'_:S Is no longer an actively maintained
mounts of the encrypted directories, with localPTCIect. The last release was made three years

CFS mounts off of the NFS mounts. ago for the 2.0 kernel.

Perhaps the most attractive attribute of CFS 4 cryptfs
is the fact that it does not require any mod-
ifications to the standard Linux kernel. The .

source code for CFS is freely obtainable. It is"'S & Proof-of-concept for the FiST stackable

packaged in the Debian repositories and is als§lesystem framework, Erez Zadok, et. al. de-
available in RPM form. Using apt, CFS is per- veloped Cryptfs(1]. Under Cryptfs, symmet-

haps the easiest encrypted filesystem for a usél’ Keys are as_sociated with groups of files
to set up and start using: within a single directory. The key is generated

with a password that is entered at the time that

the filesystem is mounted. The Cryptfs mount
root# apt-get install cfs ; H H i
Lser# omkdlr encrypted-data point provides an.unencrypted view of the di
user# cattach encrypted-data unencrypted-view rectory that contains the encrypted files.

The authors of this paper are currently work-
The user will be prompted for his pass-ing on extending Cryptfs to provide seamless
word at the requisite stages. At this point,integration into the user’s desktop environment
anything the user writes to or reads from(see Section 6).
[crypt/unencrypted-viewvill be transparently
encrypted to and decrypted from files ing5 g5 yserspace Encrypted Filesystems
encrypted-dataNote that any user on the sys-

tem can make a new encrypted directory and N _ )
attach it. It is not necessary to initialize and ENCFS[25] utilizes the Filesystem in Userspace

mount an entire block device, as is the casémUSE) library and kernel module to imple-
with Loop-aes. ment an encrypted filesystem in userspace.

Like CFS, EncFS encrypts on a per-file basis.

5.3 TCFS CryptoFS[26] is similar to EncFS, except it
uses the Linux Userland Filesystem (LUFS) li-

TCFS[24] is a variation on CFS that includesbrary instead of FUSE.

secure integrated remote access and file in- _

tegrity features. TCFS assumes the clients>SHFS[27], like CryptoFS, uses the LUFS ker-

workstation is trusted, and the server cannofi€! module and userspace daemon. It limits it-

necessarily be trusted. Everything sent to and€lf to encrypting the files via SFTP as they are

from the server is encrypted. Encryption angtransfered over a network; the files stored on

decryption take place on the client side. disk are unencrypted. From the user perspec-
tive, all file accesses take place as though they

Note that this behavior can be mimicked withwere being performed on any regular filesys-
a CFS mount on top of an NFS mount. How-tem (opens, read, writes, etc.). SSHFS trans-
ever, because TCFS works within the kernefers the files back and forth via SFTP with the

(thus requiring a patch) and does not necesstkile server as these operations occur.
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5.6 Reiser4 generates a new symmetric k&y for the en-
cryption of the data that will be written. File

ReiserFS version 4 (Reiser4)[29], while still in création policy enacted by Cryptfs can be dic-
the development stage, features pluggable sé@téd Dy directory attributes or globally defined
curity modules. There are currently proposed®ehavior. The owner of the file is automati-

tion and auditing. symmetric key is encrypted with the public key

of the owner of the fileK,,, which was passed
into the Cryptfs layer at the time that the user
logged in by a Pluggable Authentication Mod-

le linked against libcryptfs. The encrypted

Much research has taken place in the domain Ogymmetric key is then added to the Extended
networking filesystem security. CIFS, NFSV4'Attribute set of the file:

and other networking filesystems face special

challenges in relation to user identification, ac-{ K, } K,

cess control, and data secrecy. The NFSv4 pro-

tocol definition in RFC 3010 contains descrip- SUPPose that the user at this point wants to

tions of security mechanisms in section 3[30]. grant Alice access to the file. Alice’s public
key, K,, is in the user's GnuPG keyring. He

) can run a utility that selects Alice’s key, ex-
6 Proposed Extensions to Cryptfs  tracts it from the GnuPG keyring, and passes

it to the Cryptfs layer, with instructions to

Our proposal is to place file encryption meta-add Alice as _an_authorized user for_ the file.
data into the Extended Attributes (EA') of the The new key listin the Extended Attribute set
file itself. Extended Attributes are a genericfor the file then contains two copies of the
interface for attaching metadata to files. TheSymmetric key, encrypted with different public
Cryptfs layer will be extended to extract that Keys:
information and to use the information to di-
, : {K} K,

rect the encrypting and decrypting of the con-

. : {K 1K,
tents of the file. In the event that the filesys-
tem does not support Extended Attributes, aniNote that this is not an access control directive;
other filesystem layer can provide that func-it is rather a confidentiality enforcement mech-
tionality. The stackable framework effectively anism that extends beyond the local machine’s
allows Cryptfs to operate on top ahyfilesys-  access control. Without either the user’s or Al-
tem. ice’s private key, no entity will be able to access

Th i . imilar to that fthe decrypted contents of the file. The machine
€ encryption process 1s very simifarto that Oty arpors such keys will enact its own ac-

GnuPG and other public key cryptography P0°ess control over the decrypted file, based on

grams that use a hyprid approach 1o .encrypt'standard UNIX file permissions and/or ACLs.
ing data. By integrating the process into the

filesystem, we can achieve a greater degree af/hen that file is copied to a removable media
transparency, without requiring any changes ter attached to an email, as long as the Extended
userspace applications or libraries. Attributes are preserved, Alice will have all

.the information that she needs in order to re-

Under our proposed desig_n, when a new file 'Srieve the symmetric key for the file and de-
created as an encrypted file, the Cryptfs layer

5.7 Network Filesystem Security
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cryptfs
Kernel / library Change file
crypto API | Eencryptlon attributes
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Keystore PAM Module
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Security Attributes (optional) Smartcard, TPM,
GnuPG Keyring, etc...

v

Filesystem PAM

Figure 1: Overview of proposed extended Cryptfs architecture

crypt it. If Alice is also running Cryptfs, when writes.

she launches an application that accesses the . ) )
file, the decryption process is entirely trans-BY Working with a userspace daemon, it would

parent to her, since her Cryptfs layer received® POSsible for Cryptfs to export public key

her private key from PAM at the time that she CTYPtographic operations to userspace. In or-
logged in. der to avoid the need for such a daemon while

using public key cryptography, the kernel cryp-
If the user requires the ability to encrypt a file tographic API must be extended to support it.
for access by a group of users, then the user
can associate sets of public keys with groups.2 PAM
and refer to the groups when granting access.
The userspace application that links againskt login, the user's public and private keys
libcryptfs can then pass in the public keys Oheed to find their way into the kernel
Cryptfs for éach member of the group and in'Cryptfs layer. This can be accomplished by
struct Cryptfs to add Fhe associated key recc_”?’vriting a Pluggable Authentication Module,
to the Extended A_tt”bUteS' T_hu_s no SIDeCI"Jllparrlcryptfs.so. This module will link against
support for groups is needed within the CryptiSjip v its and will extract keys from the user's

layer itself. GnuPG keystore. The libcryptfs library wil
use the sysfs interface to pass the user’s keys
6.1 Kernel-level Changes into the Cryptfs layer.

No modifications to the 2.6 kernel itself are 6-3 libcryptfs

necessary to support the stackable Cryptfs

layer. The Cryptfs module’s logical divi- The libcryptfs library works with the Cryptfs’s
sions include a sysfs interface, a keystore, andysfs interface. Userspace utilities, such as
the VFS operation routines that perform thepamcryptfs.so, GNOME/KDE, or stand-alone
encryption and the decryption on reads anditilities, will link against this library and use it
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VFS Syscalls Kernel Crypto API
Cryptfs Layer ‘

Calls to kernel
File Security 4/' Crypto API
Attributes Crypto calls
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by file security
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from the keystore
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for encryption of file into cryptfs layer’s sysfs
data may need file attribute
decrypting with the structure Set
authorized user’s private/public
private key. keys
File \ ‘ A
Extended Data
Attributes
Userspace
libcryptfs

Figure 2. Structure of Cryptfs layer in kernel

to communicate with the kernel Cryptfs layer. metric key, whether or not to use keyed hash-
ing over extents of the file for integrity, the

6.4 User Interface hash algorithm to use, whether accesses to the
file when no key is available should result in

Desktop environments such as GNOME of@n error or in the encrypted blocks being re-

KDE can link against libcryptfs to provide ']Eurnt;ad Igperh?ﬁ’ assomgte:ihwnh UID’? i gtzocti
users with a convenient interface through or backup utilities), and other properties tha

which to work with the files. For example, are controlled by the Cryptfs layer.

by right-clicking on an icon representing the

file and selecting “Security”, the user will be 8-> Example Walkthrough

presented with a window that can be used to

control the encryption status of the file. SuchWhen a file’'s encryption attribute is set, the
options will include whether or not the file is first thing that the Cryptfs layer will do will be
encrypted, which users should be able to ento generate a new symmetric key, which will be
crypt and decrypt the file (identified by their used for all encryption and decryption of the
public keys from the user’s GnuPG keyring), file in question. Any data in that file is then
what cipher is used, what keylength is usedjmmediately encrypted with that key. When
an optional password that encrypts the symusing public key-enforced access control, that
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key will be encrypted with the process owner’scrypted with a password, it will be necessary
private key and stored as an EA of the file.for the user to launch a daemon that listens for
When the process owner wishes to allow othpassword queries from the kernel cryptfs layer.
ers to access the file, he encrypts the symmetithout such a daemon, the user’s initial at-
ric key with the their public keys. From the tempt to access the file will be denied, and the
user’s perspective, this can be done by rightuser will have to use a password set utility to
clicking on an icon representing the file, select-send the password to the cryptfs layer in the
ing “Security—Add Authorized User Key”, kernel.

and having the user specify the authorized user

while using PAM to retrieve the public key for g g other Considerations

that user.

When using password-enforced access controfparse files present a challenge to encrypted
the symmetric key is instead encrypted using dilesystems. Under traditional UNIX seman-
key generated from a password. The user catics, when a user seeks more than a block be-
then share that password with everyone whgond the end of a file to write, then that space
he authorized to access the file. In either cases not stored on the block device at all. These
(public key-enforced or password-enforced acmissing blocks are known as “holes.”

cess control), revocation of access to future

versions of the file will necessitate regenera-VNen holes are later read, the kernel simply

tion and re-encryption of the symmetric key. fills i_n zeros into the memory without actually
reading the zeros from disk (recall that they

Suppose the encrypted file is then copied to @o not exist on the disk at all; the filesystem
removable device and delivered to an autho-fakes it”). From the point of view of what-
rized user. When that user logged into his maever is asking for the data from the filesystem,
chine, his private key was retrieved by the keythe section of the file being read appears to be
retrieval Pluggable Authentication Module andall zeros. This presents a problem when the
sent to the Cryptfs keystore. When that usefile is supposed to be encrypted. Without tak-
launches any arbitrary application and attempténg sparse files into consideration, the encryp-
to access the encrypted file from the removabldion layer will naively assume that the zeros be-
media, Cryptfs retrieves the encrypted symding passed to it from the underlying filesystem
metric key correlating with that user’s public are actually encrypted data, and it will attempt
key, uses the authenticated user’s private keto decrypt the zeros. Obviously, this will re-
to decrypt the symmetric key, associates thasult in something other that zeros being pre-
symmetric key with the file, and then proceedssented above the encryption layer, thus violat-
to use that symmetric key for reading and writ-ing UNIX sparse file semantics.

ing the file. This is done in an entirely trans- . , ,
parent manner from the perspective of the uselQne solution to this problem is to abandon the

and the file maintains its encrypted status orfONcept of “holes™ altogether at the Cryptfs

the removable media throughout the entire prol2yer- Whenever we seek past the end of the

cess. No modification to the application or ap-fl€ and write, we can actually encrypt blocks

plications accessing the file are necessary tgf 2610 and write them out to the underlying
implement such functionality. filesystem. While this allows Cryptfs to ad-

here to UNIX semantics, it is much less effi-
In the case where a file’s symmetric key is en<cient. One possible solution might be to store a
“hole bitmap” as an Extended Attribute of the
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file. Each bit would correspond with a block of D; is the data from offseD, to O; + s, K is
the file; a “1” might indicate that the block is a the key that one must possess in order to make
“hole” and should be zero’d out rather than de-authorized changes to the file, anf} is the
crypted, and a “0” might indicate that the block hash of the hashes, the number of extents, the
should be normally decrypted. extent size, and the secret key, to help detect

_ _ when an attacker swaps around extents or alters
Our proposed extensions to Cryptfs in the neafe extent size.

future do not currently address the issues of di-
rectory structure and file size secrecy. We recKeyed hashes prove that whoever modified the
ognize that this type of confidentiality is im- data had access to the shared secret, which is,
portant to many, and we plan to explore waysn this case, the symmetric key. Digital sig-
to integrate such features into Cryptfs, possiblynatures can also be incorporated into Cryptfs.
by employing extra filesystem layers to aid in Executables downloaded over the Internet can
the process. often be of questionable origin or integrity. If

_ 'you trust the person who signed the executable,
Extended Attrlbute content can also bg SeNSithen you can have a higher degree of certainty
tive. Technically, only enough information 10 4t the executable is safe to run if the digital
retrieve the symmetric decryption key need be&jgnatyre is verifiable. The verification of the

accessible by authorized individuals; all Otherdigital signature can be dynamically performed
attributes can be encrypted with that key, justyi ihe time of execution.

as the contents of the file are encrypted.

As previously mentioned, in addition to the ex-

Processes that are not authorized to access the,cions to the Cryptfs stackable layer, this ef-
decrypted content will either be denied accesgyt is requiring the development of a cryptfs

to the file or will receive the encrypted con- library, a set of PAM modules, hooks into
tent, depending on how the Cryptfs layer is pagNOME and KDE, and some utilities for man-

rameterized. This behavior permits incremen-aging file encryption. Applications that copy

tal backup utilities to function properly, With- fjjes with Extended Attributes must take steps

out requiring access to the unencrypted contery maje sure that they preserve the Extended
of the files they are backing up. Attributes?

At some point, we would like to include file in-

tegrity information in the Extended Attributes. 7 conclusion
As previously mentioned, this can be accom-

plished via sets of keyed hashes over extents

within the file: Linux currently has a comprehensive frame-
work for managing filesystem security. Stan-
Hy = H{Oy, Dy, K} dard file security attributes, process creden-
Hy = H{O4, Dy, K,} tials, ACL, PAM, LSM, Device Mapping (DM)
e Crypt, and other features together provide good
H, = H{Oy, Dy, K.} security in a contained environment. To ex-
Hy = H{Hy, Hy,...,H,,n,s, K} tend access control enforcement over individ-

ual files beyond the local environment, you

wheren Is the n_umber of eXte'.”tS in the file, must use encryption in a way that can be easily
s is the extent size (also contained as another

EA), O; is the offset numbei within the file, "See http://www.suse.de/~agruen/
ea-acl-copy/




applied to individual files. The currently em- [2]
ployed processes of encrypting and decrypting
files, however, is inconvenient and often ob-
structive.

By integrating the encryption and the decryp-[3]
tion of the individual files into the filesystem
itself, associating encryption metadata with the
individual files, we can extend Linux security

to provide seamless encryption-enforced ac-
cess control and integrity auditing. 4]
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Abstract RAM.

This paper will describe the changes needed t@ Motivation
the Linux memory management system to cope

with adding or removing RAM from a running g underlying reason for wanting to change
system. In addition to support for physically the amount of RAM is very simple: availabil-

gddlng or remoglng ]I?IMtMsl,_ thgre 'S an evert- ity. The systems that support memory hot-plug
mcrEasmglatEm ?rr]o I\Iélli/luasl.ze' eﬂ)"ﬁ”meﬂ Soperations are designed to fulfill mission crit-
such as orthe PSEries YPEVE cal roles; significant enough that the cost of

sortwhlc_h can trakl)nsmcc)ln RAM get;_/\r/fen V|rtual_ reboot cycle for the sole purpose of adding
system images, based on need. This paper Wgr replacing system RAM is simply too expen-

describe techniques common to all Supportedy e "For example, some large ppc64 machines

pla_ltforms, as well as challenges for specific aMave been reported to take well over thirty min-

chitectures. utes for a simple reboot. Therefore, the down-
time necessary for an upgrade may compro-

1 Introduction mise the five nine uptime requirement critical
to high-end system customers [1].

As Free Software Operating Systems continué¢dowever, memory hotplug is not just impor-
to expand their scope of use, so do the detant for big-iron. The availability of high
mands placed upon them. One area of conspeed, commodity hardware has prompted a
tinuing growth for Linux is the adaptation to resurgence of research into virtual machine
incessantly changing hardware configurationgnonitors—layers of software such as Xen
at runtime. While initially confined to com- [2], VMWare [3], and conceptually even User
monly removed devices such as keyboarddylode Linux that allow for multiple operating
digital cameras or hard disks, Linux has re-system instances to be run in isolated, virtual
cently begun to grow to include the capability domains. As computing hardware density has
to hot-plug integral system components. Thisncreased, so has the possibility of splitting up
paper describes the changes necessary to etitat computing power into more manageable
able Linux to adapt to dynamic changes in ongoieces. The capability for an operating sys-
of the most critical system resource—systentem to expand or contract the range of physical
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memory resources available presents the pogl0 bytes each on i386 (in the 2.6.5 kernel).
sibility for virtual machine implementations to On a system with 4096 byte hardware pages,
balance memory requirements and improve th¢his implies that about 1% of the total sys-
management of memory availability betweentem memory will be consumed bstruct
domains. This author currently leases a smallpage s alone. This use of 1% of the system
User Mode Linux partition for small Internet memory is not a problem in and of itself. But,
tasks such as DNS and low-traffic web servingit does other problems.

Similar configurations with an approximately _ L

100 MHz processor and 64 MB of RAM are The L|nL_Jx page allocator has a Ilmltatlo_n on
notuncommon. Imagine, in the case of an accit"® maximum amounts of memory that it can

dental Slashdotting, how useful radically grow-allocate to a single request. On 386, this
ing such a machine could be. is 4MB, while on ppc64, it is 16MB. It is

easy to calculate that anything larger than a
4GB 1386 system will be unable to allocate
3 Linux’s Hotplug Shortcomings its mem_map][] with the normal page alloca-
tor. Normally, this problem withmem_maps
Before being able to handle the full wrath of avoided by using a boot-time allocator which
Slashdot. we have to consider Linux’s cur-does not have the same restrictions as the allo-
rent design. Linux only has two data structurestator used at runtime. However, memory hot-
that absolutely limit the amount of RAM that Plug requires the ability to grow the amount of
Linux can handle: the page allocator bitmapsmem_map[] used at runtime. It is not feasible
andmem_map[] (on contiguous memory sys- t0 use the same approach as the page allocator
tems). The page allocator bitmaps are venpitmaps because, in contrast, they are kept to
simple in concept, have a bit set one way whersmall-enough sizes to not impinge on the max-
a page is available, and the opposite when itmum size allocation limits.
has been allocated. Since there needs to be one
bit available for each page, it obviously has to4.1 mem_map[] preallocation
scale with the size of the system’s total RAM.

The bitmap memory consumption is approxi-A very simple way around the runtime alloca-
mately 1 bit of memory for each page of sys-tor limitations might be to allocate sufficient
tem RAM. memory formmem_map|] at boot-time to ac-
count for any amount of RAM that could pos-
sibly be added to the system. But, this ap-
proach quickly breaks down in at least one im-
portant case. Thenem_map|[] must be allo-
Themem_mapl] structure is a bit more com- cated in low memory, an area on i386 which
plicated. Conceptually, it is an array, with onejs approximately 896MB in total size. This
struct page  for each physical page which s yery important memory which is commonly
the system contains. These structures contaigynausted [4],[5],[6]. Consider an 8GB system
bookkeeping information such as flags indicatyyhich could be expanded to 64GB in the fu-
ing page usage and locking structures. The,re. |ts normalmem map[] use would be
complexity with thestruct page sis asso- around 84MB, an acceptable 10% use of low
ciated when their size. They have a size Ofmemory. However, hadnem_map[] been
Lerr, I could write a lot about this, so | won't go any Preallocated to handle a total capacity of 64GB
further of system memory, it would use an astound-

4 Resizingmem_mapl]
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ing 71% of low memory, giving any 8GB sys- tion to splitting upmem_map[] the NUMA
tem all of the low memory problems associatedsupport also handles discontiguous memory.
with much larger systems. Discontiguous memory simply means that the
_ _ _ system does not lay out all of its physical mem-
Preallocation also has the disadvantage of IMary in a single block, rather there are holes.
posing limitations possibly making the userpangiing these holes with memory hotplug is
decide how large they expect the system 1Qery important, otherwise the only memory

be, either when the kernel is compiled, ory 4t could be added or removed would be on
when it is booted. Perhaps the admlnlstraathe end.

tor of the above 8GB machine knows that it

will never get any larger than 16GB. Does thatAlthough an approch similar to this “node hot-
make the low memory usage more acceptableflug” approach will be needed when adding or

It would likely solve the immediate problem, removing entire NUMA nodes, using it on a
however, such limitations and user interven-regular SMP hotplug system could be disas-
tion are becoming increasingly unacceptabldrous. Each discontiguous area is represented
to Linux vendors, as they drastically increaseby several data structures but each has at least
possible user configurations, and support costsnestructzone . This structure is the basic

along with it. unit which Linux uses to pool memory. When
the amounts of memory reach certain low lev-
4.2 Breakingmem_map[] up els, Linux will respond by trying to free or

swap memory. Artificially creating too many
. zones causes these events to be triggered much

Instead of preallocation, another solution s, early, degrading system performance and
f[o break _upmem_map[|. Instead of need- under-utilizing available RAM.
ing massive amounts of memory, smaller ones

could be used to piece togethmem_map]]
from more manageable allocations Interestd CONFIG_NONLINEAR
ingly, there is already precedent in the Linux

kernel for such an approach_. The discontigy-rhe solution to both thenem_map][] and dis-
ous memory support code tries to solve a d'f‘contiguous memory problems comes in a sin-

ferent problem (large holes in the physical ad-je nackage: nonlinear memory. First imple-
dress space), but a similar solution was neede‘?nented by Daniel Phillips in April of 2002 as

In fact, there has been code released to use thg, giternative to discontiguous memory, non-
current discontigmem support in Linux to im- |inear solves a similar set of problems.
plement memory hotplug. But, this has sev-

eral disadvantages. Most importantly, it re-Laying outmem_map[] as an array has sev-
quires hijacking the NUMA code for use with eral advantages. One of the most important
memory hotplug. This would exclude the useis the ability to quickly determine the physi-
of NUMA and memory hotplug on the same cal address of any arbitraistruct page
system, which is likely an unacceptable com-Sincemem_map[N] represents the Nth page
promise due to the vast performance benefitef physical memory, the physical address of the
demonstrated from using the Linux NUMA memory represented by thatruct page

code for its intended use [6]. can be determined by simple pointer arith-

. ~ metic:
Using the NUMA code for memory hotplug is

a very tempting proposition because in addi-Oncemem_map]] is broken up these simple
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physical_address = (&mem_map[N] - &mem_map[0]) * sizeof(struct page)

struct page N = mem_map[(physical_address / sizeof(struct page)]

Figure 1: Physical Address Calculations

calculations are no longer possible, thus ansider a system with 100 1GB DIMM slots
other approach is required. The nonlinear apthat support hotplug. When the system is first
proach is to use a set of two lookup tables, eachooted, only one of these DIMM slots is pop-
one complementing the above operations: onelated. Later on, the owner decides to hotplug
for convertingstruct page  to physical ad- another DIMM, but puts it in slot 100 instead
dresses, the other for doing the opposite. Whilef slot 2. Now, nonlinear has a bit of a problem:
it would be possible to have a table with an enthe new DIMM happens to appear at a physical
try for every single page, that approach wastesddress 100 times higher address than the first
far too much memory. As a result, nonlinearDIMM. The mem_map[] for the new DIMM
handles pages in uniformly sized sections, eacls split up properly, but the allocator bitmap’s
of which has its owmem_map[] and an asso- length is directly tied to the pfn, and thus the
ciated physical address range. Linux has somphysical address of the memory.

interesting conventions about how addresses _
are represented, and this has serious impIicd’-'aV'ng already stated that the allocator bitmap

tions for how the nonlinear code functions. ~ Stays at manageable sizes, this still does not
seem like much of an issue. However, the

physical address of that new memaorypuld
have an even greater range than 100 GB; it has
the capability to have many, many terabytes of
There are, in fact, at least three different waygange, based on the hardware. Keeping allo-
to represent a physical address in Linux: acator bitmaps for terabytes of memory could
physical address, atruct page , and a conceivably consume all system memory on a
page frame number (pfn). A pfn is traditionally Small machine, which is quite unacceptable.
just the physical address divided by the sizéNonlinear offers a solution to this by intro-
of a physical page (th® in the above in Fig- ducing a new way to represent a physical ad-
ure 1). Many parts of the kernel prefer to usedress: a fourth addressing scheme. With three
a pfn as opposed tostruct page pointer addressing schemes already existing, a fourth
to keep track of pages because pfn’s are eageems almost comical, until its small scope is
ier to work with, being conceptually just array considered. The new scheme is isolated to use
indexes. The page allocator bitmaps discusseifiside of a small set of core allocator functions
above are just such a part of the kernel. To ala single place in the memory hotplug code it-
locate or free a page, the page allocator toggleself. A simple lookup table converts these new
a bit at an index in one of the bitmaps. That'linear” pfns into the more familiar physical
index is based on a pfn, notséruct page pfns.

or a physical address.

5.1 Physical Address Representations

Being so easily transposed, that decision does
not seem horribly important. But it does cause
a serious problem for memory hotplug. Con-
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5.2 Issues withCONFIG_NONLINEAR ten to disk) or clean pages, which are simply a
copy of something thas present on the disk.

Although it greatly simplifies several issues,Memory removal logic that encounters a clean
nonlinear is not without its problems. Firstly, Page cache page is free to have it discarded,
it does require the consultation of a small numdust as the low memory reclaim code does to-
ber of lookup tables during critical sections of day. The same is true of swapped pages; a page
code. Random access of these tables is likely t8f RAM which has been written to disk is safe
cause cache overhead. The more finely grainet® discard. (Note: there is usually a brief pe-
the units of hotplug, the larger these tables willliod between when a page is written to disk,

grow, and the worse the cache effects. and when it is actually removed from memory.)
Any page thatanbe swapped is also an easy

Another concern arises with the size of thecandidate for memory removal, because it can
nonlinear tables themselves. While they alloweasily be turned into a swapped page with ex-
pfns andmem_map[] to have nonlinear rela- isting code.

tionships, the nonlinear structures themselves

remain normal, everyday, linear arrays. |Ifg, Swappable User Memory

hardware is encountered with sufficiently small

hotplug units, and sufficiently large ranges of

physical addresses, an alternate scheme to thi'Other type of memory which is very simi-

arrays may be required. However, it is the auJar t0 the two types above is something which

thors’ desire to keep the implementation sim-1S only used by user programs, but is for

ple, until such a need is actually demonstratedS°Me réason not a candidate for swapping.
This at least includes pages which have been

mlock() ’d (which is a system call to prevent
6 Memory Removal swapping). Instead of discarding these pages

out of RAM, they must instead be moved. The
While memory addition is a relatively black- a/gorithm to accomplish this should be very
and-white problem, memory removal has manysimilar to the algorithm for a complete page
more shades of gray. There are many differSWapping: freeze writes to the page, move the
ent ways to use memory, and each of them haB29€’s contents to another place in memory,
specific challenges farnusing it. We will first ~ change all references to the page, and re-enable
discuss the kinds of memory that Linux has/ting. Notice that this is the same process as
which are relevant to memory removal, along? COmplete swap cycle except that the writes to
with strategies to go about unusing them, ~ the disk are removed.

6.1 “Easy” User Memory 6.3 Kernel Memory

Unusing memory is a matter of either mov- Now comes the hard part. Up until now, we

ing data or simply throwing it away. The eas-have discussed memory which is being used
iest, most straightforward kind of memory to by user programs. There is also memory that
remove is that whose contents can just be distinux sets aside for its own use and this comes
carded. The two most common manifestationsn many more varieties than that used by user
of this are clean page cache pages and swappgdograms. The techniques for dealing with this
pages. Page cache pages are either dirty (comemory are largely still theoretical, and do not
taining information which has not been writ- have existing implementations.
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Remember how the Linux page allocator carpage tables, the best that can be done is to pre-
only keep track of pages in powers of two? Theserve the virtual address of these areas. While
Linux slab cache was designed to make up fothis is acceptable for most use, it is not without
that [6], [7]. It has the ability to take those pow- its pitfalls.

ers of two pages, and chop them up into smaller

pieces. There are some fixed-size groups fo8.5 Removing DMA Memory

common allocations like 1024, 1532, or 8192

bytes, but there are also caches for certaibne unacceptable place to change the phys-
kinds of data structures. Some of these cachgga| address of some data is for a device'’s
have the ability to attempt to shrink themselvespMA buffer. Modern disk controllers and net-
when the system needs some memory back, byfork devices can transfer their data directly
even that is relatively worthless for memory into the system’s memory without the CPU’s

hotplug. direct involvement. However, since the CPU
is not involved, the devices lack access to the
6.4 Removing Slab Cache Pages CPUr’s virtual memory architecture. For this

reason, all DMA-capable devices’ transfers are

based on the physical address of the memory

The problem is that the slab cache’s shrinking[o which they are transferring. Every user of
mechanism does not concentrate on shrinkin%MA in Linux will either neea to be guar-

n rticular memory, it ncentr n
any pa ticula memory, tiust C,O centrates o anteed to not be affected by memory replace-
shrinking, period. Plus, there’s currently no

; . . ment, or to be notified of such a replacement
mechanism to telvhichslab a particular page ) : :
) . : so that it can take corrective action. It should
belongs to. It could just as easily be a simply

discarded dcache entry as it could be a compe noted, however, that the virtualization layer

) . . on ppc64 can properly handle this remapping
p!etely |.mmovable entry like @te_chain in its IOMMU. Other architectures with IOM-
Linux will need mechanisms to allow the slab

cache shrinking to be much more surgical. MUS should be able to employ similar tech-
nigues.

However, there will always be slab cache mem-

ory which is not covered by any of the shrink- 6.6 Removal and the Page Allocator

ing code, like for generi€malloc()  alloca-

tions. The slab cache could also make effort§’he Linux page allocator works by keeping

to keep these “mystery” allocations away fromlists of groups of pages in sizes that are pow-

those for which it knows how to handle. ers of two times the size of a page. It keeps a

_ _ list of groups that are available for each power
While the record-keeping for some slab-cachgy wvo. However when a request for a page

pages is sparse, there is memory with evefy made, the only real information provided is
more mysterious origins. Some is allocatetyyr thesizerequired, there is no component for

early in t_he boot process, while other uses pu"specifically specifying which particular mem-
pages directly out of the allocator never to beOry is required.

seen again. If hot-removal of these areas is re-

quired, then a different approach must be emThe first thing to consider before removing
ployed: direct replacement. Instead of simplymemory is to make sure that no other part
reducing the usage of an area of memory untibf the system is using that piece of memory.
it is unused, a one-to-one replacement of thiShankfully, that's exactly what a normal al-

memory is required. With the judicious use oflocation does: make sure that it is alone in
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its use of the page. So, making the page alwe would like to group pages based on their us-
locator support memory removal will simply age to allow the maximum number of sections
involve walking the same lists that store theto be removed.

page groups. But, instead of simply taking the o _

first available pages, it will be more finicky, CUrrently, the definition of zones provides
only “allocating” pages that are among those>°Me level of grouping on specific architec-
about to be removed. In addition, the allocatoflUrés. For example, on i386, three zones are

should have checks in thieee pages() defined: DMA, NORMAL and HIGHMEM.
path to look for pages which were selected forWVith such definitions, one would expect most
removal. non-removable pages to be allocated out of the

DMA and NORMAL zones. In addition, one
would expect most HIGHMEM allocations to
1. Inform allocator to catch any pages in thepe associated with userspace pages and thus
area being removed. removable. Of course, when the page allo-
cator is under memory pressure it is possible
that zone preferences will be ignored and allo-
cations may come from an alternate zone. It
3. Trigger page reclaim mechanisms to trig-should also be noted that on some architec-
gerfree() s, and hopefully unuse all tar- tures, such as ppc64, only one zone (DMA) is

2. Go into allocator, and remove any page
in that area.

get pages. defined. Hence, zones can not provide group-
ing of pages on every architecture. It ap-
4. If not complete, goto 3. pears that zones do provide some level of page
grouping, but possibly not sufficient for mem-
6.7 Page Groupings ory hotplug.

, , Ideally, we would like to experiment with
As described above, the page allocator is the,,ching the page allocator about the use of

basis for all memory allocations. However, pages it is handing out. A simple thought
when it comes time to remove memotry a fixed, 4 be to introduce the concept of sections
size block of memory is what is removed. y, the gliocator. Allocations of a specific type
These blocks correspond to the sections degye girected to a section that is primarily used
fined in the the implementation of nonlinear ¢, 4jcations of that same type. For example,
memory. When removing a section of mem- e aligcations for use within the kernel are
ory, the code performing the remove Operay,qqged the allocator will attempt to allocate the
tion will first try to essentially allocate all the page from a section that contains other inter-
pages in the section. To remove the Sectiony | kernel allocations. If no such pages can be
all pages within the section must be made fregq, ,q then a new section is marked for internal
of use by some mechanism as described abovgg g ajiocations. In this way pages which can
However, it should be noted that some pages,,t pe easily freed are grouped together rather
will not be able to be made available for re- 5, spread throughout the system. In this way

moval. For example, pages in use for kemel,o haqe allocator's use of sections would be
allocations, DMA or via the slab-cache. S'”Ceanalogous to the slab caches use of pages.

the page allocator makes no attempt to group
pages based on usage, it is possible in a worst
case situation that every section contains one
in-use page that can not be removed. Ideally,
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7 Conclusion

The prevalence of hotplug-capable Linux systg
tems is only expanding. Support for these sys-
tems will make Linux more flexible and will
make additional capabilities available to other
parts of the system. [6]
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